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Abstract

Synchrotron-radiation-based computed microtomography (SRuCT) is an established method for
the examination of volume structures. It allows to measure the x-ray attenuation coefficient of a
specimen three-dimensionally with a spatial resolution of about one micrometer. In contrast to
conventional x-ray sources (x-ray tubes), the unique properties of synchrotron radiation enable
quantitative measurements that do not suffer from beam-hardening artifacts. During this work the
capabilities for quantitative SRyCT measurements have been further improved by enhancements
that were made to the SRuCT apparatus and to the reconstruction chain. For high-resolution
SRuCT an x-ray camera consisting of luminescent screen (x-ray phosphor), lens system, and
CCD camera was used. A significant suppression of blur that is caused by reflections inside the
luminescent screen could be achieved by application of an absorbing optical coating to the
screen surface. It is shown that blur and ring artifacts in the tomographic reconstructions are
thereby drastically reduced. Furthermore, a robust and objective method for the determination of
the center of rotation in projection data (sinograms) is presented that achieves sub-pixel precision.
By implementation of this method into the reconstruction chain, complete automation of the
reconstruction process has been achieved. Examples of quantitative SRuCT studies conducted at
the Hamburger Synchrotronstrahlungslabor HASYLAB at the Deutsches Elektronen-Synchrotron
DESY are presented and used for the demonstration of the achieved enhancements.

Keywords: quantitative microtomography, synchrotron radiation, SRuCT, center of rotation, tuning-fork
artifact, sinogram, x-ray phosphor, scintillator crystal, luminescent radiation, optical coating, absorbing
backing, backing layer, black backing, reconstruction artifacts, ellipse phantom, friction stir welding,
hydroxyapatite scaffolds, fiberboard, cortical bone



Quantitative Rontgen-Mikrotomographie mit Synchrotronstrahlung

Zusammenfassung

Die Mikrotomographie unter Verwendung von Synchrotronstrahlung (SRuCT) ist eine etablierte
Methode, die die drei-dimensionale Untersuchung des Rontgen-Schwichungskoeffizienten
einer Probe mit einer Ortsauflosung von etwa 1 ym ermoglicht. Gegenuiber konventionellen
Rontgenrohren ermoglicht der Einsatz der Synchrotronstrahlung quantitative Messungen, die
nicht durch die Strahlaufhdrtung (beam hardening) beeintrachtigt werden. Im Rahmen dieser
Arbeit wurden die Moglichkeiten der quantitativen SRy CT-Untersuchung erweitert. Dies konnte
durch Verbesserungen am SRy CT-Aufbau und an der Rekonstruktionskette erreicht werden. Fur die
hoch-auflosende SRy CT wurde eine Rontgenkamera, bestehend aus Leuchtschirm, Linsensystem
und CCD-Kamera eingesetzt. Die in diesen Kameras durch Reflektionen im Leuchtschirm ver-
ursachte Unscharfe konnte durch das Aufbringen einer absorbierenden optischen Beschichtung
auf die Leuchtschirmoberflache deutlich gemindert werden. Es wird gezeigt, dass hierdurch
auch Unscharfe und Ringartefakte in der tomographischen Rekonstruktion drastisch reduziert
werden. Desweiteren wird eine Methode vorgestellt, die es ermoglicht, das Drehzentrum in
gemessenen Projektionsdaten (Sinogrammen) mit Sub-Pixel-Genauigkeit zu bestimmen. Durch
die Implementierung dieser Methode in die Rekonstruktionkette konnte der Rekonstruktions-
prozess vollstandig automatisiert werden. Beispiele quantitativer SRuCT-Untersuchungen, die
am Hamburger Synchrotronstrahlungslabor HASYLAB am Deutschen Elektronen-Synchrotron
DESY durchgefuhrt wurden, werden prasentiert. Anhand dieser Untersuchungen werden die
erzielten Verbesserungen demonstriert.

Manuscript received | Manuskripteingang in TKP: 9. August 2007
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Chapter 1

Introduction

X-ray computed tomography (CT) is an established method for cross-sectional and fully three-
dimensional imaging of the internal structure of an object. The first commercial x-ray CT scanner
for medical diagnosis was presented by Hounsfield [81] in 1971. Since then the further develop-
ment of medical CT continued as described in an overview by Natterer and Ritman [109]. Besides
its medical application, x-ray CT has found wide-spread use in industry, e.g., for non-destructive
testing and reverse engineering as well as in many scientific areas. At the microscopic scale CT
is known as microtomographyCT). The performance giCT systems, however, is strongly
limited by the properties of conventional x-ray tube sources, which always require a ffdme o
tween source size (resolution) and intensity (speed). These limitations can be circumvented by the
application of synchrotron radiation as an intense x-ray source.

Synchrotron-radiation-based computed microtomography:(SR was first developed and
applied by Bonseet al. [22], [23] and Flannenet al. [61] in the mid 1980s. In recent years it
has become available for researchers as a ‘user experiment’ at the continuously growing number
of dedicated synchrotron-radiation laboratories (today about 40 worldwidg)CERnables fast,
three-dimensional imaging with aboutfin spatial resolution and has been applied in a wide range
of research studies. The investigated specimens include: bone, teeth, implant materials, small
blood vessels, wood, paper, micro-fossils, rocks, soil, concrete, and metal or polymer foams, to
name only a few examples.

Synchrotron radiation has several fundamental advantages for quantitative CT measurements,
when compared to conventional x-ray tube sources. High intensity and strong collimation of the
synchrotron-radiation beam allow for short scan times and for the application of simple (parallel-
beam) reconstruction techniques. More importantly these characteristics enalfliéctbrtaise
of monochromators, which are used to select the photon energy. The photon energy can thus be
optimized for the examination of each sample, and due to the small bandwidth of the resulting
photon spectrum, non-lineaffects (beam hardening), that are observed in conventional CT, are
not observed in SEKCT.
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The determination of quantitative measures from the tomographic reconstructions is known as
guantitative computed tomography (QCT). Here morphological parameters such as distances, ar-
eas, or volumes are extracted from the data or sometimes, simply a precise value of the attenuation
codficient is determined. With the today available computational power, even more sophisticated
morphological characterization of three-dimensional structures has become possible. Software
packages for three-dimensional image processing and analysis (e.g., ITK, DIPlib, VIGRA, or
MAVI) 1 have become applicable to volumetric data sets of reasonable size and enable, e.g., the
calculation of pore size distributions or the calculation of skeleton models. All these quantitative
CT measurements commonly rely on distortion-free (artifact-free) tomographic reconstructions.

The application of two-dimensional x-ray detectors inuEH enables ficient use of the x-
ray flux and allows to reconstruct the three-dimensional volume structure from a single series of
two-dimensional projection images. Today the best x-ray cameras available g@TS&thieve
spatial resolution of about one micrometer [102]. They consist of a luminescent crystal (x-ray
phosphor) that is lens-coupled to a charge-coupled device (CCD). This type of x-ray camera is
usually also applied in other types of synchrotron-radiation tomography such as phase-contrast
tomography [10], [36] or nano-tomography, which achieves sub-micrometer resolution by the use
of x-ray optical elements such as mirrors, refractive lenses [133], zone plates [156], or Bragg
magnifiers [116],[139]. However, light reflections inside the luminescent crystal cause blur of
a small fraction of light over large distances. This long-range blur, although almost invisible in
the radiographic images, can give rise to blur or even to non-lindacte in the tomographic
reconstruction. Furthermore, inhomogeneities on the surface of the luminescent screen can result
in systematic artifacts (ring artifacts) in the tomographic reconstruction. In this work suppression
of blur in the recorded images is demonstrated physically by application of an optical coating
(black backing) to the luminescent screen and mathematically by correction of the recorded images
(image deconvolution).

With the constantly increasing speed of {8’ measurements by the application of fast CCD
cameras in combination with high-flux beams (direct wiggler beams [98], direct undulator beams
[44], or beams from monochromators with large bandwidth), the need for fast and automated data
evaluation has become more and more important, but especially the determination of the center of
rotation (position of the sample rotation axis) in the recorded projection data has so far hindered the
automation of the reconstruction. The center of rotation, however, is an important input parameter
for the tomographic reconstruction and must be determined before the reconstructions can be
calculated. The commonly used automated methods were not capable of determining the center
of rotation with the required precision. In this work a robust method for the determination of the

!Examples of 3D image processing and analysis software: ITK - Insight Segmentation and Registration Toolkit,
available online ahttp://www.itk.org/. [83]; DIPIlib - The Delft Image Processing library, available online at
http://www.ph.tn.tudelft.nl/DIPlib/; VIGRA - Vision with Generic Algorithms, available online Attp:
//kogs-www.informatik.uni-hamburg.de/~koethe/vigra/; MAVI - Modular Algorithms for Volume Images,
copyright 2004, Fraunhofer Institutif Techno- und Wirtschaftsmathematik, information available onlinktap:

//www . itwn. fhg.de/mab/projects/MAVI/ [visited November, 5th 2006].



center of rotation is presented and compared with two other commonly applied methods (center-
of-mass method, image registration) for both simulated and measured data.

The main goals of this work were to enhance the capabilities QfCIRfor quantitative
measurements and to achieve further automation QiCIR The SRCT apparatus that was
worked on is operated by the GKSS-Research Center Geesthacht at the Hamburger Synchro-
tronstrahlungslabor HASYLAB at the Deutsches Elektronen-Synchrotron DESY. As examples,
four selected studies carried out usingu®H during this work are presented to demonstrate the
achieved enhancements.

Publications

The method for the determination of the center of rotation was published in [49]. Numerical
calculations on the resolution that can be achieved with the method were recently published in [50].

Several SRCT studies were performed at HASYLAB during this work in collaboration with
internal (GKSS) and external research groups. Only a selection of these studies is presented in this
work. A number of articles in refereed journals and proceedings that originated from these studies
have been published and are listed below. Publications in HASYLAB annual répeetdenoted
as reports.

The following studies were performed oew materials and processesMaterial flow in
friction stir welding was investigated (see Section 6.1). Results have been published in [13], [47],
[163], [164], [165] and in the reports [48], [161], [162]. The investigation of the 3D structure
of fiberboard (see Section 6.4) was published in [152] and in the reports [150], [151]. The mor-
phological characterization of porous NiTi alloy used as implant material was performed [123].
Results from the morphometric analysis of polyurethanésices (polymer foams) intended for
the use as biocompatible replacement material were presented in [46] and report [73]. Details
on this study can be found in the PhD thesis of Heijkants [74]. The study of Ti-6Al-4V alloy
metal foams prepared at the GKSS was presented in [13] and report [45]. Further studies so far
presented in reports, included the study of root flaw in friction stir welds [149], the measurement
of the corrosion of Mg alloys [59], [60], [159], the study of cobdiamond composites [39], the
impact dfects of space debris on Kapton polymers [147], the morphology of bone replacement
materials [141], and the pore structure of Al foam [29].

The following studies were performed amedical or biological specimens The functional
morphology of sponges (Tethya species) has been investigated withTgR12], [113] and the x-
ray camera was also used for in vivo x-ray microimaging of the sponges [114]. Preliminary results
of these studies were presented in reports [110] and [111]. The morphological characterization of
biominerals (snails, statoliths, human teeth) was presented in [124] and in report [122]. The gravity

2HASYLAB annual reports are available online athttp://www-hasylab.desy.de/science/annual_
reports/main.htm [visited November, 5th 2006].
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sensing organs in jellyfish were visualized and the location of statoliths determined [9]. The bone
structure around dental implants was studied and theC3IReconstructions were compared with

the data of conventional CT measurements in [35] and in reports [33] and [34]. Further studies so
far presented in reports included the investigation of the architecture of osteoporotic bone [143],
the investigation on neurological structures in a honeybee head [97], and the pore space analysis
of soil aggregates [118].

The new stations for SR tomography at the HARWI-II beamline of GKSS at HASYLAB,
DESY and the neutron tomography station GENRA-3 at GKSS were presented in [14], [15], [16],
and [17].



Chapter 2

Instruments and methods:
Microradiography

2.1 Synchrotron radiation source

Under acceleration charged particles emit electromagnetic radiation, which in the case of rela-
tivistic charged particles and acceleration by magnetic fields is called synchrotron radiation. The
emission of synchrotron radiation is the cause of a significant energy loss in accelerators built
for high-energy (particle) physics experiments and limits the achievable particle energies in circu-
lar accelerators. At specific synchrotron radiation laboratories, however, the emitted synchrotron
radiation can be usefully applied and serves as a photon source with excellent properties.

At synchrotron radiation laboratories electrons (or equivalently positrons) are stored in bun-
ches inside a vacuum ring (storage ring) and forced to travel in a closed loop by strong magnetic
fields. This acceleration of the particles perpendicular to their travel direction causes the emis-
sion of synchrotron radiation. As aiffect of relativity the radiation is emitted into an extremely
forward-pointing cone of radiation as schematically shown in Figure 2.1. The half opening angle
of the emission cone in the horizontal plane of emisgipand in the vertical plane, is approxi-
mately given by

O ~ vyt (2.1)
0.425 1
0, =~ 0.565y-1(—) for 0.2 < — < 100, (2.2)
Ac Ac
with the Lorentz factoy = %, whereE; is the energy of the electron angc? = 511 keV is the

rest energy of the electron. The parametgis the critical wavelength given by

R[m]
E[GeV]

AJA] ~ 5.59 (2.3)
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Electron bunch

Storage
ring

Synchrotron-radiation
cone

Figure 2.1: Schematic representation of the electron bunches inside the vacuum pipe of the storage ring.
The bunches travel with a velocity close to the speed of light. Upon acceleration by ring magnets, the
electrons emit synchrotron radiation into a strongly forward-peaked cone.

and separates the photon spectrum into two parts of equal powerRHetbe bending radius of
the electron orbit. The very small divergence describedogndd, of the photon beam makes
synchrotron radiation the brightest known source for x-rays.

Wigglers and undulators are employed for a further amplification of the generated intensity.
These so-called ‘insertion devices’ are periodic magnetic structures that are placed in straight
sections of the storage rings and cause an oscillation of the electron beam. The wiggler and
undulator parameter is defined as

e

K=1yB = 0.09341 Bo[T 2.4
0Bz e o[mm] Bo[T] (2.4)

with Ag the field period andBy the maximum of the magnetic flux. The maximum angular devia-
tion 6,, of the electron motion from the electron orbit is given by

6w = Ky™t. (2.5)

The distinction between wigglers and undulators is made biKtharameter. Devices with > 1
are called wigglers, while devices wikh < 1 are called undulators.

The bending in undulators is weak, whereby emission from the subsequent wiggler periods
occurs coherently and the emitted radiation becomes quasi monochromatic. Radiation from bend-
ing magnets and wigglers has a broad intensity spectrum. A small energy band from the radiation
is typically selected by single crystals using Bragg reflection. E.g., for the Si(111) reflex of si-
licon in symmetric Bragg geometry the bandwidthAiE/E ~ 1.33 x 107* (taken from Authier
[3]). Larger bandwidth can be achieved by the application of tempered crystals, bent crystals, or
multilayer devices as monochromator crystals.

More details on the generation of synchrotron radiation by bending magnets, wigglers, and
undulators can, e.g., be found in the books by Wille [158] and Jackson [87].
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2.1.1 DORIS Il of HASYLAB

The measurements presented in this work were carried out at the DORIS storage ring of the
Hamburger Synchrotronstrahlungslabor (HASYLAB) at the Deutsches Elektronen-Synchrotron
(DESY). DORIS was built between 1969 and 1974 as an electron-positron storage ring for colli-
sion experiments at particle energies of 3.5 GeV. HASYLAB was opened in 1980 for the applica-
tion of synchrotron radiation for research. While in the beginning DORIS was used only one third
of the time as a radiation source, from 1993 on the storage-ring solely served that purpose under
the name DORIS 111

Today HASYLAB has 42 experimental stations and DORIS Il is operated with positrops (e
of energy 4.45 GeV that circulate in the ring in usually five packets (bunches) as schematically
shown in Figure 2.1. The circumference of the ring-B00 m, the bunch length at DORIS is
~120 ps and the distance between two bunches in 5-bunch med®®ns. During operation the
storage ring current and thus the beam intensity decays exponentially from typically 140 mA to
90 mA within the run duration of about 8 hours.

2.1.2 Beamlines W2 and BW2

All measurements presented in this work were carried out at HASYLAB beamlines BW2 and
W2, which both are wiggler sources. The measurements at beamline W2 that are presented were
performed before refurbishment of the beamline and installation of a new wiggler in 2005. The
old setup of beamline W2 will be referred to in the text as ‘W2 (old HARWI)'.

The technical parameters béamline BW2were described by Drutet al.[51].2 The double-
crystal monochromator shown schematically in Figure 2.2(a) is set up in a fixed-exit Bragg geom-
etry and uses the Si(111) reflex. The first monochromator crystal in use at beamline BW2 has to
withstand the heat load of the incident white beam. The high-heat-load monochromator design
that was described by Schulte-Schrepptgl.[134] is used for adaptive compensation of the oc-
curring mechanical crystal bowing. A pair of gold-coated mirrors is available at the BW2 beamline
for total reflection of the beam and can be introduced as a low-pass filter. The mirrors were not
applied for the measurement presented in this work. Due to the exponentially decaying beam
current, the heat load constantly changes over time, which in ttente the crystal bending and
thus the beam profile. Therefore, the beam profile is constantly measured for normalization of the
recorded projection images. The monochromator parameters are adjusted during the measurement
if necessary.

The technical details of the wiggler Beamline W2 (old HARWI) have been described by
Gradf et al. [67]. At this beamline a double-crystal monochromator in Laue geometry shown in

!DORIS - Doppel-Ring-Speicher (‘double storage ring’)
’Data of HASYLAB beamline BW2 is available online athttp://www-hasylab.desy.de/facility/
experimental_stations/BW2/BW2 new.html [visited June, 10th 2006].
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(a) BW2 ()
Si(111) HASYLAB |
D \ HASYLAB Il
HASYLAB Il
D N\
Si( 1}

(b) W2 (old HARWT)

~
Si(111) , «—

Si(111) 50 m

DORIS - Hall \ HASYLAB IV

HASYLAB V

Figure 2.2: Scheme of the monochromator setup at HASYLAB wiggler beamlines BW2 and W2 (old
HARWI). (a) Beamline BW2: fixed exit Si(111) double-crystal monochromator in Bragg geometry. (b)
Beamline W2 (old HARWI): fixed exit Si(111) double-crystal monochromator in bent-Laue geometry. (c)
Overview of stations at DORIS III.

Figure 2.2(b) was used for the tomography measurements. The monochromator comprised of two
asymmetrically cut silicon crystals using Bragg reflection at the Si(111)-plane with the reflection
plane tilted by 35.26with respect to the crystals’ surface normals. The crystals werg 222nm

in total size and their active part was 0.6 mm thick and 11 mm high. The crystals could be bent
for vertical focusing and were set to a defocussed position for the tomography measurements,
whereby a vertical beam size of about 4 mm was obtained at the sample position. The principle
of the bent monochromator crystals was described by I#ihgl. [85]. Crystal bending relaxes

the Bragg condition, whereby the energy bandwidth of the beam is increagdty Bsx T/p,
whereT is the crystal thickness andis the bending radius (compare lllireg al. [85, Equation

(3)]). Hereby, a significant increase in the photon flux is obtained. The heat-load problem for the
first monochromator crystal in Laue geometry is much less eminent than for the Bragg geometry.
Efficient cooling becomes at the same time moif@dlilt and was provided from the upper and
lower side of the crystal (compare Lohmagiral.[99]).

Table 2.1 summarizes the parameters of beamlines BW2 and W2 (old HARWI). Also, the
integrated flux from the wiggler and the flux for photon energies of 10, 20, and 40 keV was
calculated using XOPand is given. Note that the horizontal and vertical source sizes of the
positron beanwy ando; given in Table 2.1 generally fier from the €ective source size that is
seen from the sample position. Thigeetive source size depends on the positron beam path and
the optical elements of the beamline. A pinhole measurement was carried out at beamline BW2 to

3XOP 2.1 - X-ray Oriented Programs. Authors: Manuel Sanchez del Rio and Roger J. Dejus. The software is online
available athttp://www.esrf. fr/computing/scientific/xop/ [visited July, 1st 2006]
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Table 2.1: Source characteristics of beamlines BW2 and W2 (old HARWI).

Parameter Unit BW2 W2 (old HARWI)
Positron energe. GeV

Positron current mA 140-70

Source size (hordyd mm 2.220 1.797
Source size (verty,4mm 0.509 0.514
Wiggler period cm 14.0 24.0
Number of periods 28 (56 poles) 10 (20 poles)
Wiggler gap (variable)mm 45 30

Bo T 0.69 1.26

K 9.0 28.2

L m ~35 ~35

E.2 keV 9.1 16.6

Total powef W/mA 23 48
Integrated flugP phys/mn? 5.5x 1015 2.0x 101

Flux at 10 keV*P€  pygmn?(0.1%BwW) 1.7 x 102 6.1x 101

Flux at 20 keV*?¢  pygmn?/(0.1%BwW) 1.0 x 102 5.9 x 10t

Flux at 40keV#P¢  pygmm?/(0.1%BwW) 3.4 x 10%° 1.4x 10

Monochromator (MC)

double-crystal
Si(111), Bragg,

double-crystal

Si(111), bent Laue,

in vacuum in vacuum
MC-to-sample dist. ~10m ~5m
Beam size (typ.) mm 18 3 20x 4
Energy range keV 8-24 15-60

8Calculated with XOP (see text).

bFlux at sample position through a centrat 1 mm aperture at 100 mA ring current.

°BW is the bandwidth given by the full width of the half maximum of the flux spectrum.

dValues from:http://www-hasylab.desy.de/facility/doris/beamsizes.htm [visited June, 10th 2006].

estimate the influence of source size and beam divergence on the tomography measurements and
showed that this influence is negligible (compare Appendix D.7).

2.2 Microtomography apparatus

The microtomography apparatus that was used for this thesis was originally designed and
constructed in the group of Prof. Bonse at the University of Dortmund. Operation and further de-
velopment of the apparatus continued at HASYI/BBSY and since 2003 at the GKSS outstation
at HASYLAB/DESY. A description of the original setup was presented by Bonse and Busch [23]
and in the PhD thesis of Beckmann [11]. The implementation of a fast horizontal sample trans-
lation stage was described by Crostatlal. [38]. Also during this work, several enhancements
to the apparatus have been made, one of which is the implementation of a continuously rotating
sample stage (see Section 2.2.1).
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Figure 2.3: CAD 3D model of the tomography apparatus. The front covers have been made transparent

to allow for the view onto the apparatus interior: luminescent screen holder (blue), objective (orange), and

CCD camera (red). The x-ray beam (yellow) and the luminescence light (green) have been inserted into the
drawing. The rotation axis can slide on the rails (light blue) for the measurement of reference images. The

two CANbugbluetooth interfaces (black) have replaced cable connections. Drawing by J. Fischer.

Figure 2.3 shows a CAD 3D model of the microtomography apparatus. The apparatus mainly
consists of a two-dimensional x-ray detector (x-ray camera), that is described in detail in Section
2.2.2, and the sample manipulator stage with the sample rotation axis. Furthermore, it contains
several translations, rotations, and sensors that enable the alignment of rotation axis, detector, and
sample. The sample rotation axis is oriented vertically. Prior to the measurement samples are
glued to sample holders, which are then attached to the bottom of the sample stage. This geometry
allows to investigate samples in a liquid medium, which is essential for interferometric phase
contrast microtomography, for which the apparatus was originally designed (see Beainahnn
[10] and Bonseet al. [24]). For attenuation contrast tomography the liquid medium is sometimes
used to prevent biological samples from drying.

The apparatus is used for measurements in the photon-energy range from 8 to about 80 keV,
which allows for the examination of low-density components as polymers as well as high-density
components of higher atomic number. The resolution of the CCD-camera in the horizontal plane
(1536 pixels) defines the typical size of the tomographic reconstruction grid ofX/B386 pixels.

The maximum field of view of the x-ray camera and, correspondingly, the maximum sample di-
ameter that can be investigated-is5 mm (or~30 mm in ‘360deg mode’, see Appendix D.2). The
minimum field of view of the x-ray camera has a width~& 3 mm. Smaller samples can be inves-
tigated with reduced number of pixels. A detailed description of the alignment and measurement
procedure is given in Appendix D.
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2.2.1 Mechanical components

While the camera remains locally fixed with respect to the synchrotron radiation beam, the
sample manipulator stage provides the sample rotation needed for realizatidierdiprojec-
tion angles as well as the horizontal translation of the sample to an out-of-beam position that is
needed for the measurement of reference images. The entire rotation axis is driven by a stepper
motor on rails from the in-beam-position to an out-of-beam position. The in-beam position is de-
fined by the contact point of a motor-driven micrometer screw with a metal plate. Adjustment of
the micrometer screw is used for positioning of the rotation axis (center of rotation) relative to the
detector. Normally, the center of rotation should be in the center of the recorded images (compare
Appendix D.2). This allows to make optimal use of the detectors field of view, i.e., examination
of samples with a maximum sample diameter.

Sample rotation (rotation ax@ is provided by a selected goniometer, model 410 by supplier
Hans Huber AG, that is equipped with an extra translation along the rotation axis. The translation
along the rotation axisz{direction) is used for sample positioning for scanning the sample in
stacked scans (see Appendix D.2). The precision of goniometer rotation is typically described
by eccentricity and wobble. Eccentricity, also called concentricity, defines the deviation of the
center of rotation from its mean position. Wobble is defined as the angular deviation of the axis of
rotation over one revolution. The specification of our goniometer is: eccenttidjym, wobble
<0.002 = 3.49x 10 °rad.

An xy-translation stage mounted below the goniometer allows to center the sample with re-
spect to the rotation axis. In order to free the xy-translation from cables that prohibit continuous
rotation, a cable-free rotation platform has been designed and implemented recently. The details
have been described by Fiscletral. [60]. The rotation platform carries the motor controllers for
the xy-translation stage and rotates together with the goniometer. The motor controllers are CAN-
bus devicedthat are controlled via a cable-less CAN-BluetgBthetooth-CAN bridge. Power is
provided via sliding contacts to the rotation platform.

A slit system and an x-ray shutter (not shown in Figure 2.3) are installed at the entrance of the
x-ray apparatus. The slit system reduces the x-ray beam in size to the field of view of the camera
to avoid stray radiation, while the x-ray shutter protects the sample during CCD readout from the
incident beam and, thereby, reduces the accumulated dose to the sample.

4Online: http://www.xhuber.com/en/positioning/circle/400/410/410.htm [visited November, 5th
2006].

SCAN-stepcon-1h controllers supplied by ESD Electronics, Hannover, onine:esd-electronics.com [visi-
ted November, 5th 2006].
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2.2.2 X-ray camera

This section describes the design of the high-resolution, lens-coupled x-ray camera that has
been used throughout this work. Its main components are: luminescent $deesrsystem, and
CCD camera. A summary of the component characteristics in tabular form is given in Appendix G.

We shall limit our discussion to the applied type of x-ray camerdfe@nt detector concepts
for x-ray microradiography have been developed and were reviewed by Gruakf70]. Mar-
tin and Koch [102] summarized recent developments in x-ray imaging with micrometer spatial
resolution including a discussion on potential scintillator materials.

The x-ray camera is shown schematically in Figure 2.4. The impinging x-rays are absorbed
in the luminescent screen, and a fraction of the absorbed x-ray energy is converted into visible
light. This process is called luminescerfc&he light distribution generated in the luminescent
screen isimaged by a lens system onto a charge-coupled device (CCD) camera. The magnification
factormis determined by the screen-to-lens and lens-to-CCD distance and can be calculated from
the formulas of lens imaging. A continuous range of optical magnification fastanshe range
m = 0.7 — 6.0 can be realized by translation of lens and CCD camera along the optical axis of the
system. The edge length of a CCD pixekp = 9um thus corresponds to aiffective pixel size
(sampling distance) of betweerblm for m = 6.0 and 128um for m = 0.7 on the luminescent
screen. This corresponds to a field of view betweg»21.5mm and 1% x 13.2 mm for the
X-ray camera.

The x-rays from the synchrotron radiation source can be considered to be parallel, and they
enter the luminescent screen under normal incidence. Therefore, the light intensity distribution
can be regarded as a two-dimensional image that decays exponentially in intensity in the third
dimension with increasing distance from the crystal surface. For a thick crystal, which is much
thicker than the attenuation lengih', the radiation is almost entirely absorbed, and the average
plane of light generation is at a distance below the crystal surface that is equal to the attenuation
length.

Luminescent screen, lens system, and CCD camera are mounted in in-line geometry, i.e., the
center of all components lies on the same optical axis. Therefore, penetration of high energy x-rays
through the system onto the CCD is possible and must be avoided. The direct interaction of x-rays
with the CCD would result in an undesired massive local creation of charge carriers (bright pixels)
and might harm the CCD. However, at energies of up to 60 keV the attenuation length of £dWO
is still below 350um. The direct x-rays will thus be almost entirely absorbed in the luminescent
crystal or in the lens system. When a relevant amount of high energetic radiation entered the

5The terms ‘luminescent screen’, ‘phosphor’, or ‘scintillator’ are often used for the x-ray luminescent materials
applied in x-ray imaging. Some authors use the term ‘x-ray phosphor’ when the application requires a powder screen,
and the term ‘scintillator’ when a single crystal is applied [20, Chapter 8].

"Note, the general term ‘luminescence’ and ‘luminescent screen’ is used in this work to avoid wrong use of the
terms ‘fluorescence’ or ‘phosphorescence’, which describe specific physical processesiefaeadi has been pointed
out by Blasse [20, Appendix 3].
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Figure 2.4: Scheme of the x-ray camera: The incident x-ray beam is absorbed by the luminescent screen
and partly converted into visible light. The lens system (objective) images the luminescent light onto the
CCD camera, where an inverted image is created. Translation of lens and CCD camera along the optical
axis allows to set the optical magnification factar

lens system over a longer period, the development of haze on the objectives was observed, which
might influence the point spread function of the system (see Appendix B.1 with Figure B.1). For
measurements at photon energies above 60 keV the CCD must be protected from the incident x-
ray beam. For this purpose a mirror system and an absorber can be installed in the gap between
the luminescent screen and the lens system (see Beckehahfl2]).

The whole system is assembled in a case with blackened surfaces, in order to protect the system
from external light sources and to minimize straylight. The otherwise transparent luminescent
screen is protected against light by the layer of black lacquer paint that was introduced in this
work (see Chapter 4) and additionally by black Ka@ofoil. The so formed x-ray entrance
window is largely transparent for x-rays of photon energy above 8 keV.

As luminescent screerCdWQ; single crystals of dferent thickness (0.080 — 1.0 mm) were
used during this work. The CdWrystals have polished surfaces and are optically clear. They
are mounted in a specially fabricated crystal holder that ensures parallel orientation of the crystal
relative to the system’s optical axis. The luminescent screens can be exchanged quickly together
with the entire crystal holder. It was observed that the crystals develop surface defects upon
continuous x-ray exposure over several days. Presumably, these defects are induced by chemical
reactions with the surrounding air, but the mechanism of defect creation has not been identified
yet. For protection of the crystals a new holder was designed that allows for the application of a
scavenging gas. Helium, which is available at the beamlines, is used for this purpose. In this work
a light-absorbing coating was introduced that is directly applied to the luminescent crystals for the
suppression of internal reflections. The optical properties of the backing layer of black lacquer
paint will be discussed in detail in Chapter 4.

As lens systemeither of two objectives (photographic lenses) from Nikon with focal lengthes
of 35 mm and 50 mm, can be mounted in the x-ray camera. The objectives are operated in retro-
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focus position, i.e., the side that normally faces the photographic film now faces the luminescent
screen. Apertures inside the objectives are used to control light flux and resolution. The aperture
opening is described by the f-number (designated,byhile f is the focal length) and adjusted

to obtain an optimum tradefitbetween collected light intensity and spatial resolution.

The CCD camera(model: KX2, Apogee Instruments) has an active area of 3884 pixels
with a pixel size of 9x 9um. An optical iris shutter is part of the camera and protects the CCD
from exposure during readout. To suppress thermal noise the CCD is operated@t €doling
is provided by a Peltier element inside the camera and an external water cooling circuit. The
camera digitizes with 14 bit resolution at a rate (8 MHz and with a true dynamic range of 12.7
bits. The gain factor of the CCD is fixedgt 5. The exposure time of the CCD camera can be as
low as 0.03 seconds and is typically chosen in the range between 0.2 and 10.0 seconds. Readout of
a full-frame CCD image requiresl.2 seconds. The CCD camera allows for the selection of sub-
frames and enables on-chip binning. With on-chip binning the accumulated charge contained in
several CCD wells (pixels) is combined before digitization. Both sub-frame selection and binning
reduce the readout time accordingly. The influence of binning on the tomographic reconstruction
is discussed in Section 3.3.4. The necessary calibration of the recorded CCD images is discussed
in Appendix D.5.

2.3 Statistical characteristics of the x-ray camera

Quantum éiciency (QE), detective quantunfieiency (DQE), and dynamic range (DR) de-
scribe the statistical characteristics of imaging systems. These quantities are closely related to the
quality of the recorded images, which is typically characterized by noise level and signal-to-noise
ratio (SNR) in the images. We shall first define all of these quantities in Section 2.3.1. Thereafter,
in Section 2.3.2 we derive the quantuffi@ency of our x-ray camera from théfieiencies of the
individual components and processes. The deriddiencies are used to express the DQE in
Section 2.3.3 and noise, signal-to-noise ratio (SNR), and dynamic range (DR) in Section 2.3.4.

2.3.1 Definitions

The noise level is used to describe statistical fluctuations of a noisy sigima is defined as

[ [

o= (492 = /(s-9?, (2.6)

wheres is the average of the signal aigds)? is the signal variance. The relative error in the
measurement of signalis described by the signal-to-noise ratio defined as

SNR=

Slw

. (2.7)
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The quantum #iciency (also: responsive quanturfi@ency [40]) of a system is defined as
the ratio

QE:@E& (2.8)
Nin
whereNo: andNiy are the average number of events at the output and at the input of the system
and Noyt, Nin are quantized signals. For a detediy; has to be understood as the number of
counted (detected) quanta. The quantufitiency links the input with the output numbers in
quantity but not in quality.

To describe the change of signal quality the detective quanfiiciescy? (DQE) of a system

is introduced as
SNRSut

SNRZ,
Here SNR: and SNR, are the signal-to-noise ratios of the incoming signal and the outgoing (or
detected) signal respectively. The DQE describes the degradation of the signal-to-noise ratio by
the system. An ideal detector has DGEL, whereas any real detector introduces noise in the
measured signal and has D@H. The quantumfé&ciency defined in Equation (2.8) can be much
higher than unity at the same time.

DQE =

(2.9)

For example, an input signal that is Poisson distributed with avéggnd variancéAN;,)? =
Nin has a signal-to-noise ratio SMRyiven by SNE, = Nﬁ]/ﬁin = Nj,. For the signal-to-
noise ratio of the output signal we know from the definition of the DQE in Equation (2.9) that
SNRZ,; < Nin, as if it was due to a Poisson-distributed signal with less quanta than the original
signal. For this reason SNRs also referred to as the noise equivalent quanta (NEQ), since for
any distribution it gives the equivalent average number of quanta, a Poisson process of the same
signal-to-noise ratio would have.

So far, we have described the signal in every pixel of an image individually and neglected
possible correlations. However, the DQE for an imaging system can also be introduced more gen-
erally as a function of spatial frequency DQE(). For a system like ours, with amplification and
scattering (blur), the DQH(V) was theoretically calculated by Rabbatial. [126, Egs. (39,41)].

The DQE(, v) describes correlations that are introduced into the noise of the output signal, due to
the amplification in the system. For our systems, with low amplificatjos 0.01, see Equation
(2.12)], the correlation introduced by the system is negligible. Therefore, we omit the introduction
of this quantity and describe the system by the scalar DQE introduced above, which is related to
its frequency-dependent counterpart by DOBQE(0,0).

The capacity of a detector limits the signal quality that can be obtained in a single measure-
ment. The dynamic range (DR) of the detector system can be defined as

Smax

DR = ——aX __
(SNR=1)

(2.10)

8According to Dainty [40], the concept of DQE was first proposed by Rose in 1946.
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Table 2.2: Contributions to the quantunificiency of the x-ray camera.

Description Symbol Value Definiton
Absorption dficiency for x-rays €abs ~10 Eg. (2.15)
Luminescence photons per absorbed x-rayym (~272¢ Eq. (2.16)
Transmission giciency, luminescent screene s 0.84 Eq. (2.20)
Light collection dficiency €coll (~2.33x10%)° Eq. (2.17)
Transmission ficiency, objective €,0bj 0.93 App. G
Transmission &iciency, CCD cover glass € cov 0.90 Eq. (2.20)
Spectrally-weighted CCDficiency €ccd 0.22 Eq. (2.21)
X-ray camera quantuntigciency 980x10°3 Eq. (2.13)

8Calculated for x-ray photons of ener§y = 20 keV.
bCalculated forf = 35mm,m = 1, andk = 3.56.

and describes the number of resolvable quantization steps of the detectoskigrethe max-
imum signal that can be recorded before the detector goes into saturatiog(SaiRt1) is the
signal with SNR= 1, i.e., the smallest resolvable signal. For systems with signal-independent
noise leveb- the dynamic range, thus, simplifies to

DR = Jmax (2.11)
a

which corresponds to the SNR of the maximum signal. The noise of the detector system alone,
e.g., the electronic readout noise of a CCD chip, is often signal independent. In this case, the
DR is well defined by Equations (2.10) and (2.11).clfdepends on the signal, e.g., when the
photon noise is understood as part of the camera system, the DR defined in Equation (2.10) gives
an optimistic estimate of the number of resolvable quantization steps. Other definitions of the DR
exist that are sometimes used in this case.

The dynamic range can be specified iffelient forms. Itis often given as the ratio in Equation
(2.10), the value in Dezibel as 20 IggDR), or in units of bits (exponent of two) as KW®R) =
log;o(DR)/ l0g;4(2). Values are given in Appendix G for the CCD of our x-ray camera.

2.3.2 QE of the x-ray camera and its components

The average number of electronic charge quahthat are detected by the CCD, when the
average oNg x-ray photons are impinging, is given by
N = €ccd €t,cov €t,Is €t,0bj €coll Vium fabsNO . (2-12)

Y

Here the factorsccd, & cov € is, €0bjs €coll, Vium, aNdeaps are the quantumficiencies of the indi-
vidual processes that take place inside the x-ray camera. An overview of all processes that will be
described in detail below is given in Table 2.2. The quantithhat is defined in Equation (2.12)
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gives the average number of detected luminescence photons per absorbed x-ray and is a charac-
teristic system parameter. We will be able to express the signal-to-noise ratio and the detective
quantum éiciency of our system as a function of the two paramegaasde,ps below.

The quantum ficiency was defined in Equation (2.8) as the ratio of output to input events.
From Equation (2.12) we thus obtain for the quantuficiency of our x-ray camera

QE= — = yeabs, (2.13)

Zll zl

which is simply the product of the quantunffieiencies of the individual processes. A large
number of generated luminescence photgngs and a high photon collectiorleciency e, can
resultin a QE above unity. This will, however, not necessarily result in increased signal quality as
is further discussed in Section 2.3.4.

Note that the QE in Equation (2.13) is given for the average number of collected charge quanta
in the CCD and not for the CCD output signal. The average CCD output Syl in units of
the analog-to-digital converter units (ADU) is related to the number of charge gMahtaugh

Napu = 9N, (2.14)

whereg is the CCD gain factor in units of [¢gADU].

The quantum #iciency of the x-ray camera was calculated for a typical camera setting at
photon energyEpyn = 20keV and with magnification facton = 1. The resulting ficiencies
are given in Table 2.2. The quanturflieiency of the x-ray camera for this setting is Q&
9.80x 1073 ~ 1%. Together with the CCD gain factor gf= 5 this results in an average CCD
signal of 0.002 ADU per incident x-ray photon.

We will now derive the quantumfigciency for individual processes of the x-ray camera.

Absorption and conversion dficiency of the luminescent screenepsand viym

The quantum &iciency of the luminescent screen for x-ray-to-light conversion is characterized
by two parameters, the absorptioficgency for x-rayseyps inside the screen and by the average
number of light quantay,m generated in the luminescent process per absorbed x-ray photon. The
quantum #iciency is given by the product of the two parameters.

The absorption ficiency is given by the probability for photoelectric absorption of x-ray
photons in the luminescent screen. It is (neglecting other interaction mechanisms as elastic or
Compton scattering, compare Appendix A) given by

€abs = 1 — exXf—utotd) , (2.15)

whereuq is the total attenuation céigcient of the luminescent screen material and the screen
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Figure 2.5: Attenuation lengthu;; in CdWQ, as a function of photon energy, with,, the total attenuation
codficient. The absorption edges are labeled with the corresponding electron shells and their binding
energies in units of keV. Data calculated from the tables of Pleatatl/[119].

thickness. The absorptiorfigiency is close to unity, as long ds> u; .k, where the inverse of the
attenuation coicienty;; is the attenuation length. The attenuation length is a strong function of
the (x-ray) photon energy, which is plotted for CdWia Figure 2.5.

Example:For a photon energy of 40 keV and a screen thicknesls=0P00um the attenuation
length becomeggt ~ 100um and the resulting absorptioffieiency iseaps ~ 1 — €2 ~ 0.86.

An x-ray photon of energ¥gy generates on the averagen luminescence photons (visible
light) with an average energy &j,m. The conversionfiiciencyeqony Of the luminescent screen is
defined through the equation

Eo

Vlum = €conv = - (2-16)
EIum

Experimentally determined values for the conversidlicency of CdAWQ have been dis-
cussed by Busch [31] and a recent comparison of scintillator materials for medical imaging was
presented by van Eijk [146]. Busch used the vadyg,=0.034 in his calculations. The crystal
supplier Saint-Gobain specifies the light yield for CdW&3viym = X/[keV] with x in the range
12 to 15. For comparison Busch’s valagn~=0.034 and assuming 500 nm luminescent radiation,
which corresponds to the photon enegym, = 2.5 eV, results ink = 13.6, and is thus in the same
range. The value cited by van Eijkftérs slightly and corresponds xo= 20.0. Nagornaya [107]
recently reported a similar value af = 195 for high-quality CdWQ single crystals with low
absorption. We shall use the valggn=0.034 given by Busch as an estimate for the following
calculations.
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The probability distribution of the number of generated photons is discussed by Moses [105].
For simplicity we will assume the variance of a Poisson distributed signal in the calculation of the
detective quantumficiency.

Light collection efficiency: e

Only a small fraction of all luminescence photons generated inside the luminescent screen
enter the aperture opening of the objective. In addition to the geometrical limit the high refractive
index of the luminescent crystal further reduces the collectiidciency. This is due to the increase
in the divergence of the luminescent light, as the light leaves the crystal.

The accepted fraction of light was calculated by Busch [31] assuming an isotropic angular
distribution of luminescence photons. The gap between luminescent screen and objective was
assumed to be filled with air, with refractive indexx 1. Busch’s result is correct except for a
missing factor of two. The corrected calculation is presented in Appendix C.1 of this work.

The resulting light collectionféiciency [Equation (C.5)] is given by

2

1
dk : (2.17)

4ng k(m+ 1)

€coll ~ [

wherem is the magnification factonys is the refractive index of the luminescent screen kil
the f-number of the objective given liy= f /D, with the focal lengthf and the pupil diametdD.
Equation (2.17) can also be expressed in terms of the numerical ap&fageiation (C.8)] as

2
Ecoll ® (FAIS) . (2.18)
The numerical aperture is defined As= n sina, wheren is the refractive index in the space
between object and lens ands the half-opening angle of the light cone that is accepted by the
aperture. For typical settings of our system the numerical aperture is small and the collection
efficiencies in the above equations are valid approximations. The exact forms of both formulas are
given as Equations (C.4) and (C.7) in Appendix C.1.

The higher the magnification factorin Equation (2.17), the higher is the collectidfieéency
€coll, Which may be somewhat counterintuitive. Thieet is due to the fact that for increas-
ing magnification the objective comes closer to the luminescent screen, whereby the numerical
aperture increases. Note that at the same time the flux (phiates#me) decreases with the
magnification factom asm2. Thus, the measured intensity per pixel will decrease as expected.

The measurements presented in this work were mostly carried out with the 35 mm objective
and with aperture openings corresponding to either f-nurkibe8.56 ork = 4.76. The collection
efficiency for these two settings and for the extremal magnification fantctsl andm = 6 for
this objective have been calculated and are given in Table 2.3.



20 CHAPTER 2. INSTRUMENTS AND METHODS. MICRORADIOGRAPHY

Table 2.3: Calculated light collectionféciencies.

Magnification f-number Numerical apert@re Collection eficiency’

m k A €coll

1.0 3.56 0.070 33x 10
6.0 3.56 0.119 B5x 1074
1.0 4.76 0.052 BOx 104
6.0 4.76 0.089 B3x 10

aAccording to Equation (C.6).
bAccording to Equation (2.17) withs = 2.3 for CAWQ,.

Note that the f-number values imprinted on the aperture ring of the objectives are in principle
not valid for operation of the objective in retrofocus position. The f-number is specified for the
entrance pupil of the objective. Nevertheless, the f-number can be used as a good approximation
also for the exit pupil (entrance pupil for retrofocus operation), as long as the numerical aperture
Ais small.

Optical transmission dficiencies:es, € obj, and e cov

Part of the generated luminescent radiation is lost through absorption and reflections, which
can be described by the transmissifficeency of the individual optical components. Self-absorption
in the thin luminescent crystal and absorption in the optical path are assumed to be small and are
neglected in the following. However, reflections at optical surfaces must be taken into account.

The reflectivity at an optical surface between two media with refractive ingicae’scan be
calculated from the Fresnel equations. For unpolarized light under normal incidence, which is a
good approximation for small aperture settings, the reflectivig/given by [25]

, 2
n—n
= 2.19
P (n,+n) (2.19)

and the transmittance és = 1 — p. For material-to-air surfaces it = 1 and, thus, the transmis-
sion dficiency for a single surface is

n-1 2
=1-[——] . 2.20
“ (n+1) ( )

The luminescent light generated inside the luminescent screen traverses several optical sur-
faces, before it reaches the CCD-camera:

e Part of the light is reflected at the surface of the luminescent screen. From Equation (2.20)
and the refractive index of CdWQns ~ 2.3) we calculate a transmissiofffieiency of
&)s = 0.84. Here normally incident radiation was assumed, which serves a good approx-
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Figure 2.6: The CCD quantumféciency overlayed to the emission spectrum of Cd\WThe CCD quan-

tum dficiency has been reproduced from ‘KAF-1600 performance specifications’, Eastman Kodak Com-
pany. The emission spectrum has been reproduced from a data sheet by the crystal supplier Saint Gobain
(available online at httpywww.detectors.saint-gobain.cém

imation for a large range of angles. [Compare the plot of reflectivity at the crystal-to-air
surface as a function of incidence angle in Figure 4.6(a).]

e The lenses in the objective are covered with anti-reflective coatings. The objective transmis-
sion dficiency at 500 nm ig; ohj = 0.932 for the 35 mm ané op; = 0.958 for the 50 mm
objective respectively.

e The CCD camera itself is protected by an entrance window of glass. The corresponding
transmissionficiency through both window surfacesdigoy ~ 0.90, when for the refractive
indexn = 1.55 is assumed.

Spectrally-weighted CCD dficiency

In the charge-coupled device (CCD) of the CCD camera luminescence photons are converted
into charge carriers. By the absorption of photons electrons in the CCD are promoted from the
valence band to the conduction band of the semiconductor material. This process can occur for
photon energieby = hc/A > AE, whereAE is the bandgap of the semiconductor. For silicon it is
AE ~ 1.1 eV and accordingly the wavelength mustbg 1000 nm in order to create an electron-
hole pair. Thus, for the central part of the CdWIDminescence spectrum (400 — 700 nm) either
one or no electron-hole pair is created per impinging luminescence photon.

The absolute quantunffiziency (sensitivity)S(1) of the CCD describes the average number
of charge carriers created per incident luminescence photon as a function of photon wavelength
The functionS(2) for our CCD is plotted in Figure 2.6 overlayed to the emission spectfn) of
CdWOy. The spectrally-weighted detectioffieiencye.cq 0f the CCD is obtained by convolution
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of S(2) with the emission spectruitV(1) of CAWO, according to

I S(yw(r) da
o wyda

(2.21)

€ccd =

This spectrally-weighted detectiolffieiencye.cq is equal to the matching factor used for the de-
scription of light-source-photodetector combinations by Giakoumakis [64] except for a constant
factor? From the plots in Figure 2.6 we can estimate that for our s¢@@D combination the
spectrally-weighted detectiofifciency iseccq ~ 0.22.

2.3.3 DQE

The DQE defined in Equation (2.9) of the x-ray camera can be calculated from the known
statistical properties of the involved processes (given by the elements of Table 2.2) using the
variance theorem. The calculation is presented in Appendix C.2. The number of luminescence
photons generated from a single absorbed x-ray photon is assumed to obey Poisson statistics with
the average valug,m. Moreover, it is assumed that the number of incident quiigtes Poisson
distributed with averaghlp and varianceéAN—o)2 = Np. From the calculation the system’s detective
guantum éiciency is finally obtained [Equation (C.24)] as

SNR2 _ €abs
SNRZ  1+yt’

DQE = (2.22)

wherey is the average number of detected (not generated) luminescence photons per absorbed x-
ray defined in Equation (2.12) argsis the luminescent screen’s absorptidiogency for x-rays

from Equation (2.15). SNR is the signal-to-noise ratio of the charge quanta that are generated in
the CCD.

The DQE of the x-ray camera in Equation (2.22) is a function of only two parameters. We
shall discuss the dependencies. The DQE is limited by the absoryfiicemcy of the scintillator
€abs 10 Which it is directly proportional. This limit is independent of thealue. The dependency
onvy in the limits of high and lowy values can be approximated by

€abs for Y > 1

DQE ~ { (2.23)

veps for0<y<1

Fory > 1 the DQE converges rapidly agairgs This means that there is no relevant enhance-
ment of the DQE foly > 1, i.e., when much more than one luminescence photon is detected from
the shower of luminescence photons created by one Xrmthe limit of smally the camera DQE

9Giakoumakis calculates the matching factor by replacg) in Equation (2.21) with the normalized spectral
sensitivity (1), which has a maximum value of unity.

1%This is not necessarily true for the frequency-dependent DQE discussed in Section 2.3.1. Limited detector resolu-
tion may cause a spatially-correlated detector signal. In this case the DQE at high frequencies increases with
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is approximately given by the quanturfiieiency QE in Equation (2.13). This approximation can
thus be used for our camera with DQEQE ~ 1%.

2.3.4 Noise, SNR, and DR
The variance of the number of collected charge quahigderived in Equation (C.28) as
(AN)2=N(L+7y)+nZ, (2.24)

whereN is the average number of recorded charge quants.the average number of detected
luminescence photons per absorbed x-ray defined in Equation (2.13)¢andhe readout noise

in units of electrons. Digitization noise has been neglected here. The noise level is given by the
square root o(AT)Z. From the above equation and the definition of the signal-to-noise ratio in
Equation (2.7) directly follows the signal-to-noise ratio of our system [Equation (C.29)]:

N _ N .
\/W \/N L+y)+nd

SNR= (2.25)

Note that ay value of around or above one will reduce the SNR in the images significantly.
Ideally, it should bey ~ 1 to achieve an optimal combination of SNR and QE. For our detector
itisy <« 1and we can set4+vy ~ 1. Then SNR is determined by the Poisson statistics of the
collected charge quantéfor largeN and by the readout noise for small

In order to calculate the dynamic range of our x-ray camera according to the definition in
Equation (2.10) we need to calculate the signal with SNR From Equation (2.25), with <« 1
andng = 15 for our x-ray camera, we find that SNR 1 is reached for an average signal of
N = ng. Thus, we obtain

N
DR ~ —2& (2.26)
Ne

Here Nhax is the CCD full well capacity in electrons amy, is the readout noise in electrons.

The derived DR is signal-independent, as if photon noise would not be understood as part of the
system. The same DR is obtained for the CCD alone. For CCD cameras with adjustalde gain
and in order to understand the variation of DR as a functiog the dependence ok, on g and

the digitization noise must be introduced into Equation (2.26). Note that the dynamic range of
the x-ray camera also depends on the homogeneity of the x-ray beam profile. If the imaged beam
profile is inhomogeneous, the full dynamic range will only be available at the local maximum of
the beam profile. The dynamic range for other pixels is limited by the local beam intensity. Hence,
the beam profile in a measurement should be as flat as possible.

Numerical valuesFor our x-ray camera, we hayex 1%, ng = 15, and a maximum signal of
Nmax = 214 x 5 = 81 920. The minimum noise level is obtained fr= 0 in Equation (2.24) and
is given by the electronic readout noisevagn = Ne| = 15. The noise level in the maximum signal
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is omax ~ VNmax = 286, which is dominated by photon noise. The corresponding relative errors
described by the signal-to-noise ratio are SiNR= 0 and SNRax ~ 286. The dynamic range in
Equation (2.26) of the CCD and thus of the x-ray camera is<DR.920/15 ~ 5461.

2.4 Spatial system response of the x-ray camera

Imaging systems are often described by the concepts of linear systems theory. Assuming
that the response of the imaging system to an input signal is linear and shift invariant (LSI), the
output can be calculated from the input by convolution. The convolution kernel that describes the
spatial system response is the system’s point spread function (PSF). Reversely, when the PSF is
known, it may be used for correction of blur in the recorded images using deconvolution techniques
(compare Section 2.5.3).

Measurement of the PSF or the related MTF (see Section 2.4.1 below) is required for the full
characterization of the spatial system response. The PSF describes the system response to a delta-
peak shaped input signal, i.e., it describes the image that is recorded for a point-like source. Such
a source can be realized only approximately and is not well suited for direct PSF measurements,
also because of its limited intensity and the limited dynamic range of the detector. Therefore, the
PSF is typically derived indirectly from images of objects with simple, well known structure (e.qg.:
slits, edges). The measurement of edge profiles with our system and the calculation of the PSF
from the measured edge profiles is described in Appendix D.1. The derivation of simple resolution
parameters from the measured data is presented in Section 2.4.3.

The spatial resolution of the applied type of x-ray camera is limited Hyadtion, depth of
field, spherical aberrations, and energy spread in the luminescent screen. Approximative resolution
limits for these €ects are discussed in Appendix B.

2.4.1 Response function in real and in frequency space (PBFTF)

In microtomography, we measure the imagey) that is given by

i(xY) = S(xY) #* 0(x.Y) = f ) f " S X.y-y) o(X, y') dXdy . (2.27)

where s(x,y) is the point spread function (PSF), the functiofx,y) describes the object, and
the symbol«x designates two-dimensional convolution. Since we deal with intensities here, all
functions in real space are real functions. We define the point spread function such, that it is

normalized to unity, i.e.,
f f s(x,y) dxdy=1. (2.28)

This means that the integral intensity in the images is unchanged by the convolution operation,
which describes a system witlffieiency of unity. We could introduce the systeffi@ency as an
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additional factor into Equation (2.27). However, this is not necessary for our applications, since
we are not interested in absolute quantities in our measurements.

From the convolution theorem we know that convolution of two functions in real space can be
expressed as multiplication in Fourier space. Thus Equation (2.27) becomes

I(u,v) = S(u,Vv) O(u, V) (2.29)

in Fourier space, where we have used the corresponding capital letters for the Fourier transforms.
The Fourier transforrs(u, v) of the point spread function is called optical transfer function (OTF).
This generally complex function can be split into amplitude and phase as

S(u,v) = M(u,v) € Y9 | (2.30)

where¥(u, v) is called the phase transfer function (PTF) and

_ IS(u.v)I

MUY = 50.0)

= |S(u, V)| (2.31)

is the modulation transfer function (MTF) of the system. Note that the second equality holds
because of the normalization of the PSF in Equation (2.28), which @(@®) = 1. It can be
shown that theM(u,v) describes the reduction in contrésfor a sinusoidal signal with spatial
frequencyu, v.

The PSFs(x,Y) is generally assumed to be radially symmetric and can be described by a one-
dimensional representatict) that only depends on the radial distanicén this case the Fourier
transformS(u, v) will be radially symmetric too, and can be written as a functgw) of the radial
spatial frequency. The one-dimensional representation of the object transfer function can again
be split into amplitude and phase as

S(w) = M(w) e ¥ | (2.32)

where M(w) and W(w) are representations of the radially symmetric MTF and PTF. The func-
tions s(t) and S(w) still are two-dimensional functions (in polar coordinate representation) and
are not (!) each others one-dimensional Fourier transforms. Their relation is discussed in the
following section.

In the case of areal and radially symmetric point spread funsfidrthat is typically assumed,
the two-dimensional Fourier transfor&{w) is real, too'? Thus it isS(w) = M(w), and the MTF
fully describes the system response in this case.

Contrast is universally defined &= As/S, whereAs is the signal dierence and is the average signal back-
ground.
2Any real even function has a real even Fourier transform.
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2.4.2 Edge spread function and line spread function (ESESF)

The edge spread function (ESF) is the spatial system response to an edge-shaped input signal,
while the line spread function (LSF) is the response to a line-shaped input signal. Both, the ESF
and the LSF are two-dimensional functions that are constant along the direction parallel to the
edge or line. Thus, both ESF and LSF have one-dimensional representations. We will show, that
the LSF is the derivative of the ESF and, furthermore, that the LSF is the projection of the PSF.

Without loosing generality we shall define a line objec{x, y) and an edge objedz(x,Y)
with orientation parallel to thg-axis as

oL(XY) = 6(X) (2.33)
and
0E(x.Y) = OE(X) = { 2 f;;: <0 (2.34)

Both functions are independent pf

The line spread function is defined as the system’s spatial response to the line object given by

LSF(x)

S(X,Y) #* 0L (X, Y)
II&X—X’,y—y)é(x’)dXdy

f_ T sxy)dy (2.35)

wheres(x, y) is the point spread function defined in Equation (2.27). The line profile described by
LSF(x) is equal to the projection of the point spread functioly iirection, as can be seen from
the last line of Equation (2.35).

The spatial system response to the edge function is given by

ESFK)

S(X, ) ** 0g(X,Y)
[ f (X=X, y-y') 0e(x) dXdy

f_ ” 0e(x) f " SxexX.y-y) dy dX
0e(X) * LSF(X) , (2.36)

where x designates one-dimensional convolution. For the derivative of the ESFdirection
(across the edge profile) we find

d d
TESF) = 7-[0e(x) * LSF(] = 6(x) » LSF() = LSF() . (2.37)

where we have used the fact that the derivative of a convolution product of two functions may be
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given by the convolution of either function with the derivative of the other. The application of the
derivative to the edge functiag(x) gave the delta functios(x). Hereby, we have shown that the
derivative of the ESF in the-direction for any value of gives the LSF.

The above derivation can be generalized for arbitrarily oriented edges and lines that run
through the coordinate center. We now introduce a rotatewordinate system (as used in the
next chapter), with thé-direction parallel to thec-axis for rotation angl® = 0. Thet-direction
shall be perpendicular to the line or the edge. We will wsit) for the point spread function in
rotated coordinates and LZP for the line spread function for a line that is tilted by an@Mith
respect to thg-axis. Equivalently we introduce the expressions ESRnd $(w).

For the line and edge rotated by anglend with the new coordinates Equation (2.35) becomes

LSFy(t) = ﬁ " sxy)ds (2.38)

(%)

and Equation (2.37) becomes
%ESFg(t) = LSFy(t) . (2.39)

The function LSKk(t) is the projection of the point spread functiss(t) as a function ot andé.

LSFy(t) is called the Radon transform gf(t). The Radon transform and inversion formulas for the
Radon transform will be presented in detail in the following chapter on tomographic reconstruc-
tion. Using these inversion techniques it is possible to determine the two-dimensional point spread
functions(x, y) from a series of edge profile measurementsd(§Fecorded under variation of the
edge angl®.

From the Fourier-slice theorem (that will also be introduced in the next chapter) we know that
Se(wW) = FHLSFe(1)] (2.40)

where7 ! denotes the one-dimensional Fourier transfdBgfw) can be identified with the Fourier
transformed projectionBy(w) in Equation (3.8). Thus, the PSF can be reconstructed from edge
profile measurements using tomographic reconstruction techniques.

For a radially symmetric point spread function the edge spread function is independent of
the projection angl®. In this case the spatial system response can be described by a single
edge profile. We shall assume a real and radially symmetric point spread fusgjidor which
Sy(w) = S(w) is real and independent of angle. Thus, it is Mi#JFE S(w) independent of angle
and we have

S(w) = FLLSF()] . (2.41)

SinceS(w) is real, it is equal to the system’s MTF, i.&4(w) = S(w). Thus, the one-dimensional
representation of the MTF describes the PSF uniquely.

Equation (2.41) will be used for the determination of the MTF from a single edge profile.
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Reconstruction of the PSF from the single edge profile is possible using the filtered backprojection
technique that is introduced in the next chapter or using a Hankel transform.

2.4.3 Measures of spatial resolution

The point spread function fully describes the spatial system response of an LS| system. How-
ever, sometimes, it is more convenient to describe the system resolution by a single parameter.
Reduction of the PSF to a single value requires the assumption of a model. If, e.g., the PSF is
assumed to be a two-dimensional Gaussian function, then it can be described by its full width at
half maximum uniquely. For the description of our camera, such a model is not well suited. The
point spread function of our x-ray camera exhibits a strong intensity drop over a short range and,
simultaneously, slowly decreasing intensity in the tails. Such a PSF clearly can not be described
by a Gaussian function. The sum of several Gaussian functions would give a better approximation;
but the shape of the LSF in Figure 4.4(c) and (d) can not be well described by Gaussian functions,
which fall of more rapidly in the logarithmic representation than the determined LSF.

Several resolution parameters are used in this work. The spatial freqégney which the
MTF of the system falls below 10% is often used to calculate the characteristic length

1
= 2.42
aio 210 ( )
as a measure of resolution. This resolution measure is rather sensitive to high-frequency compo-
nents. When the MTF stays above 10% for values up to the Nyquist freqigpgyhis measure
is no longer well defined. In this case, we would §gt= fnyq, Which givesayp = 1/(2fnyg) = 7,

with the sampling distance However, this situation was not observed for our system.

Another resolution measure was used by Kethal. [96]. It defines the resolution as the
full width that covers 50% or 90% of the integrated (symmetrized) PSF. In particular the 90%
integrated PSF value is more appropriate for the characterization of the long tails in the PSF.

2.5 Projection images

The radiographic projection imagés,y) from the x-ray camera are not projections in the
mathematical sense. We have to calculate projection impgeg) from the recorded radiographs
that are used as input for the tomographic reconstruction.

The fundamental interaction mechanisms of x-rays with matter are presented in Appendix A.
For sample diameters of below 1 cm correspondingly low photon energies are applied in the mea-
surement, and we can therefore assume that attenuation is dominated by photoelectric absorption

3For a rotationally symmetric function PS#ft), the functionss(t) and S(w) are related by a Hankel transform,
which is equivalent to a two-dimensional Fourier transform with a circular symmetric kernel.
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(compare Section A.3). The observed x-ray flux behind the object [Equation (A.4)] is given by

® = Dy exp(— f,u(s’)ds) , (2.43)

where @q is the incident x-ray flux and the integral in the exponential function describes the
projected attenuation ciecient. The equation has to be understood as a two-dimensional function
that describes the projected attenuation at each point in our images. The projected attenuation
codficient is the integral inside the exponential function. We shall define

p:”[M§MH, (2.44)

which has to be understood as a three-dimensional fungjdt), z,) of the position {j, z,) of
each camera pixel and the projection argjleThen we can calculate the projected attenuation as

()
=—In—. 2.45
p o (2.45)
The calculation of projection images with our x-ray camera is realized as follows: We record
radiographic images of the sampeeference images of the beam profiland dark images with
no illuminationd. The projected attenuation images calculated from these as

e d)/t

= , 2.46
(I‘ - d)/tr ( )

p =
whered is an average dark image, agdandt, are the exposure times for recording the images
i andr respectively. The calculation of projection images according to Equation (2.46) during a
tomographic scan is described in detail in Appendix D.4. The calibration and correction of CCD
images is described in Appendix D.5.

2.5.1 PSF for the projection

We have introduced the concept of the detector PSF for the description of the spatial detector
response in Section 2.4.1. The PSF describes blur in the recorded images. Can we also apply
the detector PSF for the description of blur in the projection imgg#sat are calculated from
the recorded images? We shall discuss, in which cases this is possible and, furthermore, in which
cases non-lineariects can appear.

The projected attenuation imagés calculated according to Equation (2.46). We shall assume,
that the radiographic imagend the reference imagere dark image corrected and recorded with
identical exposure timds = t; in the following. Then Equation (2.46) simplifies to

p:—m%. (2.47)
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Blur in the images andi is described by the detector’s point spread functomhus, we can
rewrite the measured projection more explicitly as

Sxx (rge P
N (roe™P)

Sx*xx Ig (2'48)

p=-I
whererg is the unblurred reference imageisthe true attenuated projection, and the radiographic
imagei was explicitly written asy exp(-p). The symbok= designates two-dimensional convo-
lution. We shall assume that the reference image is homogeneous and that all detector pixels have
the same sensitivity. In this case the reference image can be treated as a constani faxtor
Equation (2.48) simplifies to
p=-In(sweP). (2.49)

If the argument of the logarithm in Equation (2.49) fulfills the condition
SxxeP=gS™P, (2.50)

then Equation (2.49) simplifies to
p=—s=*xp. (2.51)

Thus, the detector’s point spread functismlescribes the blur in the calculated projection
images, when the condition in Equation (2.50) is fulfilled or, equivalently, when the expressions
of Equations (2.49) and (2.51) are equal.

The following calculation shall demonstrate, in which cases the expressions in Equations
(2.49) and (2.51) are approximatively equal. We introduce

P(xY) = P(X0.Yo) + P'(XY) . (2.52)

wherep(Xo, Yo) is the projected attenuation for any arbitrary poigt {o) andp (X, y) describes the
deviation fromp(xo, Yo), which by definition is zero at the poirtd, yp). Starting with substitution
of p(x,y) into Equation (2.49), we calculate

p(xy) = —In[ss e Plo¥-PN] (2.53)
= P(X0.Yo) = In[ s e P ON] (2.54)
= P(Xo.Yo) —In[s*x (L - p'(xy))] (2.55)
= P(Xo.Yo) —In[1 - s+ P'(XY)] (2.56)
~  P(Xo.Yo) + s#x P'(XY) (2.57)
= sxx [P(x0,Yo) + P'(%.Y)] (2.58)
= s*x P(XY), (2.59)

where we obtain the expression of Equation (2.51) in the final Equation (2.59). Here we have made
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the only assumption that= p’(x,y) is small with 0< x < 1. In this case the exponential function
in Equation (2.54) can be approximateddy ~ 1 — x. The distributivity of the convolution and
s+ 1 = 1is used to obtain Equation (2.56). Using the approximation4n{l~ —x for smallx
we obtained Equation (2.57).

We have now shown thad(x,y) approximately describes the point spread function for the
attenuated projection images at any poiat Yo), when the variation’in the attenuated projection
is small (and the reference image is flat). In fact one can further show that the vapatiarst
be small over the range of the PSF only.

In which cases is the variatiopl Small? If the projected attenuatignis small everywhere
then as a direct consequence the variaponvill be small everywhere. Therefore, in the case
of low absorbing objects witlp <« 1, the point spread function of the detector can be used as
the point spread function of the attenuated projection. But the requirementtan be further
reduced. Only the variatiop’ tnust be small over the extend of the point spread function at each
point (Xo, Yo). This means that the point spread function of the detector can be used as the point
spread function for the attenuated projection if the gradieqtisfsifficiently small. Fortunately
the gradient in the projections is usually less strong than in the tomographic slice itself (with
the exception of straight edges). Therefore, the detector PSF describes the PSF of the projected
attenuation well in most situations.

For non-homogeneous x-ray beams (reference imagat flat), we must think in terms of
intensity. Typically, the variation of the intensity in the recorded images is relatively low over
distances of only a few pixels. Hence, blur in this range cannot produce non-lifieetsen
the projection and will not produce artifacts other than blur in the reconstruction. A problem is
imposed by long-range contributions (long tails) to the detector PSF. They can spread intensity
into regions, where the value of the attenuated projection is high (for strongly absorbing objects)
and ideally only little intensity should be recorded. The relative change in the recorded intensity
can thus be large. The blur from bright into dark regions of the image will generally result in the
underestimation of the integral projected attenuatiorfuzent (zeroth-order moment). Thus, the
spatial extension of the PSF limits the usefully applicable dynamic range of the detector, since low
intensity values cannot be recorded correctly in the presence of a relevant amount of blur.

2.5.2 Noise in the projection

Noise in the radiographic images and in the reference images propagates into the projected
attenuation images. We are interested in the measurement of the projected attenuéiartoe
with optimum signal-to-noise ratio. Furthermore, we would like to know, whether the logarithm
operation in the presence of noise can result in a shift of the measured projected attepuation
relative to the true attenuation value. A shift can be expected, since the logarithm function in the
calculation ofp is a non-linear function. Both questions can be answered by calculation of the
measured average projected attenuatipnas a function of the true projected attenuatmand
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the variancgAp?), with Ap = p — (p). The calculation is presented in Appendix C.3. We will
summarize the results here.

In the calculation of the variance it is assumed that the measured attenuated intensity is de-
scribed by the random variabM and that the measured reference intensity is described by the
random variableéNg, with (N) = (Np) exp(=p). Both N andNp shall obey Poisson statistics and
can be identified with the number of charge quanta recorded in a CCD pixel. CCD readout noise
and noise in the averaged dark image are neglected. The variance of the projected attenuation
codficient is then obtained as [Equation (C.42)]

(AP?) ~ ﬁ (" +1), (2.60)
which is a valid approximation in the limit gN) > 1 and(Ng) > 1. The noise described by
(Ap?) will enter into the tomographic reconstruction. It is further found thé measured with
an optimum signal-to-noise ratio fgr~ 2.218, which corresponds to the minimum of the relative
varianceR(p) = (Ap?)/(p)2. When noise in the referendé, can be neglected, the optimum
signal-to-noise ratio is obtained for= 2.

Therefore, it is common practice in GRT measurements to select sample thickness and
photon energy such that the simple conditpg 2 is fulfilled for all sampling points (if possible).

Note that in the presence of detector blur this typically assumed optimum conditiop with
must be questioned. In combination with long tails of the detectors PSF a [pwadte can be
a better choice, when non-linedifects (compare Section 2.5.1) can thereby be avoided. This is
especially true, when strong gradients are present in the projection images. However, a reduction
of p comes at the cost of a reduced signal-to-noise ratio. The plot of the relative noise level in
Figure C.46(b) shows the dependencepain the relative noise level. E.g., a reduction of the
projected attenuation cfiicient top ~ 1 results in an increase of the relative noise level by about
a factor of two, i.e., a reduction of the signal-to-noise ratio to about one-half. However, this may
be acceptable for many applications and will reduce the risk for non-linear artifacts drastically.

The diference between the measured average attenugijoand the real attenuatiop 8
found [Equation (C.45)] to be given by

1 R
A~ —— (aP_
P-P~ 50 (e"-1), (2.61)

which is again a valid approximation in the limit ¥) > 1 and(Np) > 1. The equation describes

a shift of the measured projected attenuation towards higher values with decreasing average count
numbers. In the example of Appendix C.3 it is shown that for typical valueNd@nd p the shift

is negligible.
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2.5.3 Deconvolution

The goal of deconvolution is restoration of the object imafey) in Equation (2.27) from
the recorded imagéx, y) and the known point spread functisfx, y). Deconvolution of the point
spread function is an inverse operation that can easily be expressed in frequency space. From

Equation (2.29) we find
3 [(u, V)

O(u,v) = S

(2.62)

Here S(u, V) is given by the one-dimensional representation of the MTF in Equation (2.32)
when we assume that the PSF is radially symmetric. Fast Fourier Transforms (FFTs) are usally
applied for the conversion between real and frequency space to actually perform deconvolution.

The deconvolution approach described by Equation (2.62) is termed Fourier deconvolution
or direct deconvolution. Direct deconvolution typically results in a strong amplification of high-
frequency noise (compare, e.gghie [88, Chapt. 17.8.3]). But as long as the noise level is low,
andS(u, v) does not fall & to zero over the frequency range that is to be recovered, Fourier de-
convolution will give a good approximation to the original image. However, more sophisticated
deconvolution methods take the noise characteristics of the system into account. E.g., the Wiener
filter is the optimal filter in the least squares sense [120] but beyond that, a variety of other decon-
volution techniques exist. More details on deconvolution (and image restoration) techniques can
be found, e.g., in [90], [120], and in a recent review paper by Puetizl [125].

Use of deconvolution in SIECT or similar techniques has been reported only a few times. Di-
rect and iterative deblurring methods were applied taSRdata by Cloetens [36]. Graafsma and
de Vries [66] used a maximum-entropy algorithm for the deconvolution of the two-dimensional
point spread function of phase images.

In this work Fourier deconvolution has been applied to recorded radiographic images in order
to suppress long-range blur and to enhance the spatial resolution in the tomographic reconstruc-
tions. An example is presented in Section 6.2 for the measurement of cortical bone, where also the
details of the implementation of the deconvolution procedure are described. A properly measured
detector PSFHx,y)) is required for the deconvolution operation according to Equation (2.62).
The determination of the PBATF from edge profile measurements is described in detail in Ap-
pendix D.1. Thus, we can make use of the MT{, Vv)) that is determined in the resolution
measurement also for deconvolution.
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Chapter 3

Instruments and methods:
Tomographic reconstruction

3.1 Introduction

Computed tomograpRy(CT) allows to generate a three-dimensional image of the internals of
an object from a series of x-ray projections (one or two-dimensional) taken in varying directions
around a single axis of rotation. At a synchrotron radiation source, the so-called parallel-beam
geometry is approximately realized. Using a two-dimensional x-ray detector, the projection data
of several slices (cross-sections) of the object are recorded in parallel, and the three-dimensional
reconstruction of the object is obtained as a stack of two-dimensional reconstructions.

The mathematical foundation of tomography was laid by Radon in 1917 [127]. The math-
ematical description of the projection is, therefore, called the Radon transform. Tomographic
reconstruction is the inverse problem that deals with the inversion of the Radon transform.

This chapter presents the mathematics and the implementation of two direct reconstruction
algorithms used in this work that are based on backprojection. A general introduction to tomo-
graphic methods and tomographic reconstruction algorithms can be found in textbooks, e.g., by
Kak and Slaney [93] or by Herman [76]. A more mathematical treatment of tomographic recon-
struction can be found in a book by Natterer [108]. A list of reconstruction techniques has been
presented by Budinger and Gullberg [30].

1The word tomography is derived from the greek words for ‘slice’ (‘tomos’) and ‘describing’ (‘graphia’).
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Figure 3.1: Representation of a two-dimensional object in (a) real space, (b) projection space (called
‘Radon transform’ or ‘sinogram’), and (c) frequency space. The one-dimensional Fourier trafg{@anm

of a projectionp,(t) correspond to radials in frequency space as it is described by the Fourier slice theorem.
The representation in frequency space is a complex function, of which only the absolute is shown here.

3.1.1 Radon transform and Fourier slice theorem

Let an object be represented by the two-dimensional scalar funtfion), which describes
some physical property of the object at positiany. In our casef (X, y) is the object’s attenuation
codficient for x-raysu(x, y) that was introduced in Section 2.5. However, the following definition
of the Radon transform will be independent of the physical meanirf§of). The nomenclature
in the following has been adopted from Kak and Slaney [93], except that functions in real space are
designated by small letters, while their corresponding Fourier transforms are designated by capital
letters. Note that they-coordinate system is now used to describe the position in the tomographic
slice, which difers from its use in the previous chapter. The position on the x-ray camera is now
described by théz-coordinate system. One-dimensional projections of the fundt{gyy) can be
defined as

ou(t) = ﬁne f(x.y)ds. (3.1)

where the line integrals are evaluated along lines of constant
t = xcosf +ysing, (3.2)

with the projection anglé. The @, t) coordinate system is defined according to Figure 3.1. The
definition of the Radon integral is sometimes written using a Dirac delta funétipas

+00 00
pg(t):ff f(X,y) 6(xcosd + ysing — t) dx dy. (3.3)

The functionpy(t) as a function o andt is known as theRadon transform of f(x,y).2

2Restrictions to the functiori(x,y) shall not be discussed here. See the book by Helgason [75] on the Radon
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For tomography data one also referspigt) as thesinogram, since by definition of the Radon
transform, every pointg, Yo) in (X, y) space is projected onto a sinusoidal line in the){space.
Figure 3.1(b) shows a sinogram.

The information content opy(t) can be understood by conversion ik, y) and py(t) into
Fourier space. The two-dimensional Fourier transform of the $ijggy) is given by

+00 00
F(uv) = f f F(x,y) € ZXUW) gy dly. (3.4)

where we introduced the Greek letter iotafpr the imaginary unit to avoid confusion with the
index i that we will use below. The one-dimensional Fourier transform of the projection with
respect td is given by

Po(W) = f h po(t) €™M dt . (3.5)

The Fourier slice theorem relates the projectiony(t) and the functionf(x,y) in Fourier
space: The Fourier transforRy(w) for angled gives the values df (u, v) along a line through the
origin and rotated by angkwith respect to the-axis. Or in other words:

Pgo(w) = F(wcosd, wsing) , (3.6)

whereF(wcosf, wsing) is the representation ¢¥(u, v) in polar coordinatesg(w) with (u,v) =
(wcos, wsiné). The Fourier slice theorem is represented by Figure 3.1(c).

The full information for the reconstruction is known, when projectipp@) are given over a
rangern of projection angle®. When the projections are known, their one-dimensional Fourier
transformsP,(w) are known too. According to the Fourier slice theorem, these one-dimensional
Fourier transforms can be identified with radials in the two-dimensional Fourier tranEf@rw).

The radials cover the entire Fourier space. TH(s,Yy) can be recovered from the given projection
data.

3.1.2 Filtered backprojection

The filtered backprojection is usually derived from the Fourier representatibfxof) as the
starting point. The derivation can be found in the books cited above. Only the main steps are
presented here.

Trivially f(x,y) can be recovered by inverse Fourier transforri @f, v) as

+00 t00
fxy) = f f F(u,v) &2 dudy. (3.7)

By introduction of the polar coordinate representationup¥), substitution ot = x cosf +ysiné,

transform, which also includes a reprint of the original paper by Radon [127], and Natterer [108] for details.
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use of the Fourier slice theorem of Equation (3.6), and rearrangement of the integration variables
we obtain

f(xy) = fonﬁ m|w| Py(w) & 7" dw &b . (3.8)

Here, the inner integral is referred to as fileered projection. The term ‘filtered’ refers to

the frequency filtetw|. The outer integral describes the so calletkprojection. Inversion
algorithms based on this equation are called filtered backprojection algorithms. Note that the
backprojection operation requires the knowledge of the position of the rotationt axi3)(in the
recorded projection data. The determination of the position of the center of rotation in the recorded
sinogram will be discussed in detail in Chapter 5.

There are a variety of possibilities to derive reconstruction algorithms from Equation (3.8).
The main diference between these lies in the way, in which the filtering is implemented and in the
selection of diferent additional filters. A filter functiokl(w) is generally introduced in the above
eguation as

f(xy) = f ﬂfm H(w) Po(w) €™t dw dé , (3.9)
0J-
gs(t)
with
H(w) = B(w) W] . (3.10)

Here, we have defined the filtered projection including the additional filtep@s The factor

Iw] in the filter is an essential part of the reconstruction, while the fagtey is used to suppress

noise at high frequencies at the cost of a decreased resolution. Filter functions are discussed by
Huesmaret al.[82]. The filter operation can be replaced by a convolution operation in real space
according to the convolution theorem (e.g., see Jansson [90]) resulting in

f(xy) = fo " h(t) * po(t) d6 . (3.11)

Here,« denotes the one-dimensional convolution operationtdt)ds the inverse Fourier trans-
form of H(w).

Reconstruction algorithms implemented in frequency space according to Equation (3.9) are
frequently referred to as filtered backprojection (FBP) algorithms. In contrast to this, algorithms
based on the convolution operation in real space according to Equation (3.11) are referred to as
convoluted backprojection (CBP) algorithms. This notation is, however, not uniquely applied in
literature. Mathematically, convolution in real space and filtering in frequency space are equivalent
operations.

The FBP algorithm can be implemented by use of fast Fourier transform methods, which
allows to make the filter operation fast. The CBP algorithm can be implemented as fast or even
faster as the FBP algorithm by use of specially designed hardware [93]. The bottleneck for both
types of algorithms is the backprojection step, as is shown in Section 3.2.4.
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3.2 Implemented reconstruction algorithms

Different implementations of the filtered backprojection reconstruction have been applied in
this work. For fast standard reconstructions an algorithm from the RECLBL libiarynple-
mented. The algorithm has been reimplemented in this work in thé fibhgramming language.

The IDL implementation, although slower than the RECLBL code, allows the fast application of
changes to the algorithm and simplifies the call of the reconstruction within other self-written IDL
software, as the iterative optimization presented in Chapter 5. It was noted during this work, that
reconstructions calculated with the standard reconstruction algorithm showed a slight overall shift
(DC-shift) of the attenuation value towards negative values. The reason for this shift was identified
during this work and can be avoided by use of a variant of the algorithm as discussed in Section
3.2.2. Both algorithms have been reimplemented in this work in one IDL procedure. By default
the IDL procedure performs the reconstruction as described in the following section. Setting the
keyword ‘DC.CORRECE1’ performs the reconstruction according to Ramachandran described
thereafter.

3.2.1 “BKFIL” of the RECLBL library

The “BKFIL” algorithm of the RECLBL library has been used in this work for standard recon-
structions in combination with the frequency filter ‘BUTER’. The algorithm is based on Budinger
and Gullberg [30] and is a discrete version of Equation (3.9). “BKFIL” stands for ‘backprojection
of filtered projections’.

The “BKFIL” algorithm performs the following sequence of operations: Fourier transform the
projection data vector; multiply the complex values by the frequency (i.e. with the ramp filter) or
an alternative filter; inverse Fourier transform these modified frequencies; and back-project the
modified projection data. The algorithm implements the necessary discrete Fourier transforms
(DFTs) by use of the fast Fourier transform (FFT) algorithm and adequate zero padding. Zero
padding means the extension of the projection data with zeros. It is incorporated, tofé@oid e
of the otherwise cyclic behavior of the DFT.

As filter, the Butterworth function defined as
_1
BW) = |1+ W/wm)®"| ? (3.12)

is used. This frequency filter is named “BUTER” in the RECLBL library. It is used for our
standard reconstruction with the filter parameters “ORDERX2n = 10.0 and “FREQX" =
wn = 0.5. Figure 3.2 shows the Butterworth filter for this selection of parameters. As can be

3The RECLBL library [82] is a package of routines for the reconstruction of projection data written in the program-
ming language FORTRAN. Available onlinelattp: //cfi.1bl.gov/software/ [visited August 7th, 2006].

4|DL: Interactive Data Language, supplier: ITT Visual Information Solutions (formerly RSI Research Systems Inc.),
http://www.ittvis.com/ [visited August 7th, 2006].

SFor the properties of the DFT see, e.g., Bracewell [26] or Jansson [90, p.406].
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Figure 3.2: Frequency filters used in the tomographic reconstruction. (a) Plot of the Butterworth filter for
parameters ORDERX10.0 and FREQXO0.5, (b) ideal ramp filter, (c) product of (a) and (b). The frequency
is plotted in units of the sampling frequency*. In these units, the Nyquist frequency corresponds to 0.5.

seen from the plot, this selection of parameters causes only a mild suppression of high frequency
components and maintains high resolution. The routine “BIN” of the RECLBL library is used for
backprojection and performs linear interpolation of the inverse fourier transformed data onto the
reconstruction grid.

The input for the reconstruction is the projectipy(tj) sampled on a regular sampling gtjd
The calculation is performed in mathematical detail in the following steps:

1.) Zero pad the projection data: Find the smallest integew, for which 2°°%is larger than
the number of given sampling points. Fill up the projections with zeros to a siklg ef2PoW!
sampling points.

2.) Calculate the discrete Fourier transform (DFT) of the projections using a Fast Fourier
transform algorithm as

N¢—1
1 ok
Pa(w) = 1 ), Pa(ty) e Z (3.13)
j=0

for the discrete frequenci®s

k/N for k < Nt/2
=) KN ork < N/ (3.14)
1-k/N; fork> N;/2
3.) Calculate the frequency filter
H(wi) = B(Wi) Wi - (3.15)

5This is the interpretation of the frequencies in tomography, where it is generally assumed that all frequency com-
ponents in the projections are smaller than the Nyquist frequencywis 1/2. The DFT is cyclic: frequenciesy
differing by integer numbers are thus mathematically identical.
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4.) Calculate the filtered projections by use of inverse DFT’s

Ni—1

G (t) = D H(w) Py, (wi) 21N (3.6)
k=0

5.) Backproject the filtered projections

) e
o yo) = - 2 FrinGa (1) (3.17)
i,

Here we wrotef(xm, yn) for the reconstruction of the slic(x,y) on a discrete reconstruction
grid (Xm, ¥n).- The implementation of the backprojection based on Equation (3.9) requires values
of gy (t) at positionst(xm, Yn,6i) = XmCOSH; + ynsing; that generally do not coincide with the
sampling pointd; of the (filtered) projections. The routine “BIN” provides linear interpolation of
the value at two sampling points with< t < tj,;. The interpolation is described by the weighting
factorsFirim in Equation (3.17).

The reconstructiorf (Xxm, ym) in Equation (3.17) is given in dimensionless units. The inter-
pretation in tomography is that it describes the measured attenuatifiicierd z per sampling
distancer in the projections, i.e4(Xm, Yn) = f(Xm, Yn)/7. In the dimensionless case itds= 1.

3.2.2 DC-shifts and the alternative “RALA” implementation

A slight shift in the zero frequency component (DC-shift) of the reconstructions algorithm
towards negative values has been recognized during this work for reconstructions calculated with
the “BKFIL” algorithm. The shift also varied in magnitude for individual reconstructions. It was
found that this shift is generally caused by this type of reconstruction algorithm as has been dis-
cussed by Kak and Slaney [93, p. 74]. The shift can be avoided by usefééieedt reconstruction
algorithm based on Ramachandran and Lakshminarayanan [128].

The algorithm of Ramachandran is available in the RECLBL library as “RALA” with the
convolution implemented in real space by the subroutine “CONVO”. The manual of the RECLBL
library [82, p. 36] states that the “RALA"-type algorithm would achieve the same results as the
“BKFIL” algorithm described abové. This cannot be true, since it contradicts the discussion by
Kak and Slaney, who explain the observed DC-shift.

The diference of the two reconstruction algorithms shall be explained here in a unified nomen-
clature, in order to provide clarity for the future use of the RECLBL library. Therefore, it is nec-
essary to present the reconstruction algorithm proposed by Ramachandran and compare it with

"RECLBL library manual [82, p. 36]: “Real space convolution and frequency filtering are equivalent operations.
As is shown in examples ..., the RAMP filter used with the algorithm BKFIL achieves the same result as the RALA
convolution function used with CONVO.”
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the “BKFIL" algorithm. The reconstruction algorithm “BKFIL” has already been described by
Equations (3.13) through (3.17).

Ramachandran’s reconstruction algorithm is a discrete version of Equation (3.11) and hence
based on convolution in real space. The discrete convolution function

pres for j=0
h(ir) ={ —=f= for j=odd (3.18)
0 else

is used to calculate the filtered projections by discrete convolution according to

(o)

da(it) =7 D h(j - kr) pa(kr) . (3.19)
k=—oo

These filtered projections are backprojected as before using Equation (3.17). The convolution
function h(j7) is the discrete representation of the analytical (i.e., mathematically exact) inverse
Fourier transform of the ideal ramp filtel(w) shown in Figure 3.2, withd(w) = |w]| for |w| below
the Nyquist frequency anHi(w) = O otherwise. As discussed by Kak and Slaney the filtered
projections obtained by Equation (3.19) are not identical to those obtained by Equation (3.16).
This is because the discrete Fourier transform of the discrete convolution fuh¢jignis not
equivalent to the discrete filtéw| in Equation (3.15%. While the filter|wy] becomes zero at
wi = 0, the DFT ofh(j7) is different from zero at this point. This DC-shift is the maiffelience
between the two algorithms. The magnitude of the DC-shift will depend on the given sinogram
data and it will be reduced by additional zero padding of the data. The “BKFIL” routine increases
the sinogram size (projection widlt) to a number that is a power of two. Hence, the magnitude
of the DC-shift can change drastically, when the projection width of the original sinogram changes
from, e.g., 1023 to 1024 21°. The DC shift will be demonstrated in an example in Section 6.3.

3.2.3 Optimum sampling

The optimum sampling rate for the reconstruction is discussed by several authors. Results for
both the optimum number of sampling poifisand the optimum number of projectiois are
summarized here. The application of the sampling conditions to our setup is discussed.

The optimum sampling frequency is discussed in the book of Kak and Slaney [93, Chapt. 5].
The sampling distances in the tomographic projections defines the sampling frequericy. 1
According to Shannon’s sampling theorem, a band-limited signal can be recorded without loss of
information, when the sampling frequency is at least twice the band limit of the data. This can be

8Discrete convolution can also be performed in frequency space using the product of DFTs. This gives a mathemat-
ically identical result, when the data are adequately zero-padded. Any algorithm described by convolution in real space
can, thus, be implemented in frequency space and vice versa. The frequency representation offifie fitleould
thus be identical to the filted (wy).
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expressed as

1
—=>B (3.20)
2T5
or equivalently as
< — 3.21
Ts = ZB s ( )

whereB is the band-limit in the data. Thus, frequencies below the so-called Nyquist frequency
1/(27s) can be recovered from the data.

Generally, tomographic projections are not band-limited and will contain frequency informa-
tion above the Nyquist frequency. Kak and Slaney discuss the optimum sampling for a signal that
is recorded with a rectangular detector sampling function (as the sampling function of our CCD).
For a rectangular detector sampling function of wid{edge length of a CCD detector pixel), the
highest recorded frequency component can be estimated by the frequency, at which the Fourier
transform of the detector sampling functions [given by Equation (D.3) for an ideal detector] drops
to zero for the first time; this occurs at the frequeicy 1/7. According to the Nyquist theorem
in Equation (3.20), the sampling distance must, thusrde& (1/2)r, when the signal shall be
recovered. For a CCD based detector we can assumedhatr, i.e., the sampling distance is
given by the edge length of a pixel. The signal is, therefore, undersampled by a factor of two.
In praxis this can be compensated by an increase of the number of sampling points. This can be
achieved by a second measurement, in which the detector is shifted by the distét)ce Ebr
tomography, a more elegant way to achieve the two images is given by the possibility to perform
a scan over 360instead of the required 180ange of projection angles. When the position of
the projected center of rotation is located at 0.25 bin distance from a pixel center, images recorded
ato and@ + 18 will give mirror images that are shifted by (2)r and the sampling density is
doubled?

The system response of our system is not simply described by the rectangular sampling func-
tion assumed above. The point spread function of our system reduces the band-Bmit tg,
where f1g is the frequency, at which the MTF of our system falls below 10% (see Section 2.4.3).
This frequency, in terms of the sampling frequenc is f19 = b(1/7s), where we typically have
b ~ 0.25. From the Nyquist theorem in Equation (3.20), we then find 7/(2b) ~ 27. Thus, our
data are generally oversampled because of the suppression of high-frequency components caused
by the detector’s point spread function.

For the case thally projections are recorded at evenly spaced angular pos#icas (r/Ny),
withi = 0,...,Ny — 1, the optimal ratio ofN; and Ny for standard parallel-beam geometry is
given by

Noopt = 5N (3.22)

9The interlaced sampling geometry can be mdfizient then the standard sampling geometry that is used here.
According to Natterer [108, p.71], sampling in the ‘interlaced geometry’ provides a reconstruction with the same
resolution with only one-half of the data. In the interlaced geometry, only one-half of the sampling positions is required.
The position of the sampling positions alternates in successive projections.
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as discussed by Natterer [108, p. 84] and Kak and Slaney [93, p. 186]. Equation (3.22) corresponds
to the simple geometric requirement that the distance between two po#jts-((Ni7/2, 6;) and

(N¢T/2, 6;41) corresponds ta, wherer is the distance between sampling points. According to
Natterer, the resolution will not improve, when more th\y e projections are recorded.

As Budinger and Gullberg [30] pointed out, a tomographic sli¢g y) is normally not a
complete random image. Spatial correlationd (R, y) exist. The reconstruction from a reduced
number of projections will, therefore, generally still result in a good reconstruction. In our case
the correlation in the recorded data is additionally increased by the limited detector resolution.

Numerical examplefFor a typical tomographic reconstruction we record dathiiat 1536
sampling points (corresponding to the CCD width) anNat 720 projection angles, i.e., in steps
of 0.25 degree. According to Equation (3.22), the optimal number of projections would thus be
Ngopt = 2413. As discussed, we will generally still obtain a good reconstruction, even when using
only Ny = 720 projections, i.e., with an undersampling of a factor8f

3.2.4 Computational costs

The order of the number of operations [designatedfyrequired by the filtered backprojec-
tion algorithms is given by Natterer [108, p. 111]. The total computational costs are given by the
sum of the operations required for the filtering and the backprojection operation as

O(reconstruction} O(filter) + O(backprojection) (3.23)

When the filtering operation is implemented as convolution, we ki(iiéer) = O(Ny N?).
The filter implemented in Fourier space and application of the fast Fourier transform reduces this
number toO(filter) = O(Ny N; log N;) operations. Backprojection requirégbackprojection)=
O(Ny N?) operations. The total computational costs using fast Fourier transforms, thus, are
given by

O(Ng Nt log N) + O(Ny N?) (3.24)
O(NZlogNy) + O(N?) , (3.25)

O(reconstruction)

where we have used the relatibip = (7/2) N; in Equation (3.25), which is the optimum sampling
condition discussed above. The total computational costs are dominated by the backprojection
process.
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3.3 Reconstruction quality

3.3.1 Spatial resolution

The spatial resolution in the reconstructibfx, y) can be described by a point spread function
PSF of the reconstruction as

f(x.y) = PSF(x.y) # f(X.y) (3.26)

wheref (X, y) is the original slice and+ designates two-dimensional convolution. The point spread
function PSFk of the reconstruction is obtained by reconstruction of a centered point-like object,
whose projections are given lpy(t) = 6(t). The Fourier transform of the delta function is unity
for all frequenciesv, and we thus havBy(w) = 1 for all projection angles. The reconstruction

in Equation (3.9) then gives

T 100
PSF(x,y) = fo f H(w) &Z"Vidw b , (3.27)

whereH (w) is the ideal ramp filter multiplied by the optional filter function a@ne x cosg+y sin6.

The dtect of the ideal ramp filter can be described by setting the integration limits to plus and
minus the Nyquist frequency, which ig2r for sampling intervafr. This band-limit has the same
effect on PSk as a circular aperture has for the PSF of an optical system. Thus, oscillations are
caused by the band-limit, which are sometimes referred to as ‘ringing’. Figure 3.3(a) shows the
PSF that was obtained from our standard reconstruction of a point-like oject. The reconstruction
grid was defined with a.@57 spacing here, whereis the sampling distance in the projection. In

the plot through the center in Figure 3.3(b), the oscillation between positive and negative values is
visible.

The influence of the detector point spread function can be incorporated into Equation (3.27).
By insertion of the radially symmetric modulation transfer functM(w) of the detector that was
introduced in Equation (2.32), we obtain:

PSF = foﬂﬂj H(w) M(w) &2t dw b . (3.28)

Here, we have used the two-dimensional representdi@v) of the detector MTF for the descrip-

tion of the blur within a one-dimensional projection. This was also done by Busch [31, p. 731.],
who referred to Glover and Eisner [65]. However, it must be pointed out that Equation (3.28) only
gives a correct description of blur, when the two-dimensional recorded projections are independent
of thez-direction as for cylindrical samples. Only in this cddéw), which is the one-dimensional
Fourier transform of the detector line spread function, describes the blur in the one-dimensional
projection correctly.
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Figure 3.3: Calculation of the PSfof the standard reconstruction according to Budinger. The combination
of ideal ramp filter and Butterworth filter of Figure 3.2(c) was used in the reconstruction. (a) Reconstruction
of a sinogram withN; = 101 sampling pointsiNy = 200 projections, angy(tsg) = 1 in the central pixel

and otherwise zero. The resolution of the reconstruction gric2fsQ with = the sampling distance in the
projection. (b) Plot of the central intensity profile. For negative values the absolute value is plotted (red).

3.3.2 Noise

This section deals with the propagation of the noise from the projection infages the
reconstructed slicef. Noise in the reconstructed slices is sometimes referred to as ‘density reso-
lution’ and is seen as the broadening of peaks in the histogram of a reconstruction. The standard
deviationo,,, which is the statistical variation in a point of the reconstructed sﬁiqean be used
to estimate the width of the peaks in the histogram.

Noise in the projection imaggsis dominantly caused by statistical fluctuations of the x-ray
photons, as discussed in Section 2.5.2. Several authors have discussed the propagation of noise
through the backprojection algorithm. (See, e.g., [42], [93], [56], and [68]). More references can
be found in [92]. Kak and Slaney [93, p. 199] described how the variance in the reconstruction
a.(%.Y))? i.e., the variance OfN(Xi,yj) can be calculated for each poin,(y;) on the recon-
struction grid. This calculation is performed for reconstruction according to the algorithm of Ra-
machandran that was presented above. For a simple estimation of the noise in the reconstruction
we will use a simple analytical expression derived by Davis [42].

Davis analytically derived an expression [42, Equations (2),(A22)] for the noise van':%mrfe
a pixel in the center of the reconstruction of a homogeneous cylindrical or a slowly varying object.
The calculation is conducted for the reconstruction according to the algorithm of Ramachandran,
with the convolution kerneh(jzr) given in Equation (3.18), i.e., for the equivalent of the ideal
ramp filtef®. Taking the &ect of linear interpolation in the backprojection step into account

1%The influence of filter function8(w) is described by Kak and Slaney [93]. For our standard reconstruction, the
influence of the Butterworth filter can be neglected and Davis formula is a good approximation.
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Davis determined the variance as )

2 m -3

Th T 18:2Ng(N)
Here,t is the spacing between sampling poirtk,is the number of projections, ardll) is the
same average count rate for all pixels. It is assumed that the photon signal obeys Poisson statistics
and is uncorrelated, with the same average photon cginind variancg(AN)?) = (N) for
all sampling points. (The assumption of the same count rate for all pixels can be used as a first
approximation for our setup). In Appendix C.3, the signal variance for each sample point in the
projection is calculated. The result, neglecting the influence of noise in the reference image, is

given by Equation (C.44) as

(3.29)

1

2 2

o =((A =—. 3.30
b= (AP = 5 (3.30)
The optimal signal-to-noise ratig/op, in the measurement of the projected attenuatioriimoent

is achieved folp ~ 2 (see derivation in Appendix C.3 or Section 2.5.2).

Hereby, Equation (3.29) can be rewritten as

1
2 _ 2
o, =C N, Th (3.31)

wherec = 0.3816 is a constant.

By introduction of the detector widtW, with W = Ny, whereN; is the number of sampling
points, we obtain

2
2 _ & N,
O-,U = WN_go-p (332)
c N?
- ° , 3.33
W2 Ng{N) ( )

which demonstrates the dependence of the variance on the sampling paranetgrsand the
average photon courN) at each sampling point. The decrease of the variance with increasing
detector widthW must be related to the typically lower attenuation fo&nt ¢ at increasing
sample diameters. This is possible by introduction of the relative variance of the reconstructed

attenuation coficient as
c N2

(uW)? Na(N)
The optimal signal-to-noise ratj@/c,, in the center of the reconstruction is again obtained for
p= 2. (Since it isuW o p, the functiono,/u is proportional to the functionrp/p and conse-
guently has the same minimum).

0_2
Ru) = — = (3.34)
M

We shall estimate the relative variance for the reconstruction of a homogeneous cylindrical
object, with diameteD = W equal to the detector width. If projections are recorded under optimal
condition, i.e., with maximum projected attenuationf@@&nt pmax = uD = uW = 2, the relative
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variance at the center of the cylinder in Equation (3.34) becomes

(3.35)

Example 1:In a typical SRICT measurement we hay&lp) = 80000 quanta in the refer-
ence imageNy = 720 projectionsN; = 1536 sampling points in each projection, and optimal
attenuationp = yW = 2. We then can usé&\) = (Np)exp(p) ~ 8000 as an approximation
for the average count rate in each pixel, which gives the variance 0.011 in the projection.
For these numbers the relative variance in the reconstruction given by Equation (3.35) becomes
R(u) ~ 0.039, the signal-to-noise ratio becomes SNR/1/R(u) ~ 5.06, and the standard devia-
tion becomesr, = p y/R(u) ~ 0.20y, with jt = 2.

3.3.3 Noise form the reference images

The influence of noise in the reference images inSR seems not to have been discussed by
other authors before. However, due to the time-dependent structure of the x-ray sourg€in SR
the influence of the constantly acquired reference images on the reconstruction cannot be neglected
as it is typically done for (stable) x-ray tube sources. Important aspects for the measurement of
reference images and their influence on the noise in the reconstruction shall be discussed here.

As can be seen from Equations (3.31) and (C.42) noise in the reference images gives simply an
additive contribution to the variance in the reconstructions. The contribution from the radiographic
projections to the variance is proportional My {N))~1, while the contribution of reference images
is proportional to K, (No)) %, whereNy is the number of projection images aNg is the number
of reference images (compare Section 2.5.2). The contribution of the reference images to the noise
in the reconstruction should be considered in recording and processing of images, i.e., the number
of imagesNy andN; should be selected accordingly.

We generally observe a structure in the noisy data that cannot be explained by simple pixel-
wise fluctuations in the reconstruction. This noise is especially pronounced for weakly absorbing
samples. It is more pronounced at the center of the reconstruction and decreases with increasing
distance from the center. With increasing distance from the center also the point-like noise struc-
ture changes into small streaks oriented on concentric curves around the reconstruction center. As
could be verified by simulation, the observed structures are caused hyideein the reference
images The streak-like structure and the increase to the center could be reproduced in a simula-
tion, where each noisy reference image was used for the calculation of several projection images as
in our measurements. The structured noise becomes visible in the reconstructions, when the noise
in the reference images makes a relevant contribution to the noise in the projections. Thus, the
structured noise caused by the reference images is more pronounced for objects of low absorption.
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3.3.4 Binning reduces noise

As to be seen directly from Equation (3.33), the naigein the reconstruction depends on
the number of sampling point; and the average number of recorded quahtain a pixel.
Sometimes it can, therefore, be desirable to reduce the number of sampling points by binning.
This can in practice be done in two ways: using the on-chip binning of the CCD or by binning
of the recorded projection data in the computer prior to reconstruttionve shall distinguish
between the two binning factols andb,, whereb; is the binning factor along thiedirection of
the projectionpy(t) andb; is the binning factor over the perpendicular direction, i.e., over parallel
slices. When both are equal, we wriie- by = b,. The total (average) number of collected charge
quanta given byNio) = (N)NgN;N; is changed only in the case of on-chip binning.

1.) Theon-chip binning in our CCD camera limits the total number of charge quanta in the
binned image to the maximum CCD count times the (fixed) CCD gain. Thus, the average count
rate(N) in the binned image is the same as for the unbinned image. Only the number of sampling
pointsN; is changed. We can substitute

N — N/ = Ny/by (3.36)

in Equation (3.33), withp; the binning factor along thiedirection of the projectiomy(t). There is
no influence ob,. The variance in the reconstruction from the on-chip-binned data is then given
by
2_ 1 5

o, = b_tzo-” . (3.37)
The noise level thus scales with the binning factoo-gsc by1. The higher the binning factor, the
lower is the noise level. The exposure time scaletggs« by b for this type of binning and so
does the total number of charge quanta, for which we dixfg,) o by b, L.

2.) Binning of the recorded images which we perform before calculation of the projection
data, can be described by substitution of

N N/ =R and
LTt h (3.38)
(N} — (N’) =bibAN)
in Equation (3.33). This describes the reduced number of sampling pjimishe reconstruction
and the simultaneously increased number of collected charge g(dhtper sampling point.

From Equation (3.33) we find

1
2 _ 2
o= _bf’bza-ﬂ . (3.39)

LIA third variant of binning is of course the binning of the reconstructed slices. One would expect a decrease of the
noise variance proportional to? for uncorrelated data, when the averaging is performed lgvpixels. The values in
the reconstructed slices are, however, correlated through the reconstruction process, which must be considered in this
case. Comparison of binning before and after reconstruction should be investigated in a future study.
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If the binning factor is the same for both detector coordinates, ile.=fb; = b,, then the noise
level scales as, « b2. Exposure time and the total number of collected charge quanta are of
course unchanged for this type of binning.

It should be noted, that the reduction of noise by the application of binning to the recorded
images is probably not optimal, since information is irreversibly lost in this operation. An exper-
imental study that discusses the optimum binning of projections in alCFRneasurement was
presented by Thurnet al. [145].

Example 2:The noisea-,’l in a binned measurement, with binning fackos by = b, = 2 and
otherwise the same parameters aExample labove can be calculated. Example lthe noise
varianceo,, = 0.2 was found for a typical reconstruction. For the binned measurement we find
o/, = bto, = 0.1y for on-chip binning and-/, = b;*b;'o-, = 0.054 for binning of the recorded
data, when it is assumed that the CCD dynamic range is fully utilized.

3.3.5 Geometrical requirements for parallel-beam tomography

The finite source size causes blur in the radiographic images, while the finite source-to-sample
distance causes a deviation from the ideal parallel-beam geometry. We can make a simple estima-
tion of the geometrical requirements that must be fulfilled for parallel-beam tomography.

We shall assume that the opening of the radiation cone from the wiggler is wide enough,
such that any source point illuminates any point on the sample. This will result in a conservative
estimation of the geometrical conditions that have to be met for a parallel-beam tomographic mea-
surement. More blur will be introduced by the source in the horizontal than in the vertical direction
due to the larger horizontal source size. Thus, we will formulate the following conditions for the
horizontal direction as the limiting factor. The geometry in the horizontal plane is schematically
represented in Figure 3.4. The horizontal source sizg 8ource-to-sample distanteand sam-
ple diameteD are defined as shown in the figure. We shall assume that the sample-to-detector
distance is also given by the distaride

Theblur induced by the source sizes represented by the spacing of the red lines in 3.4 (at
the detector plane) and should be less than the sampling distamtehe detector. Thus, the
condition

ox

T D<r7 (3.40)

must be fulfilled. Here, we have approximated the source-to-detector distance by the sample
diameterD for all points on the sample. Assuming, that the detector width equals the sample
diameterD, we obtain the sampling distanee= D/N;, with N; the number of sampling points.
Thus, Equation (3.40) can be rearranged as

L

Ne < — . (3.41)
oxX
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Figure 3.4: Schematic representation of blur induced by source size (red lines) and deviation from the
parallel-beam geoemetry (green lines) for the horizontal direction. The scheme shows the source-to-sample
distancel, the sample diametdd, and the horizontal source size described by it half diamegerlt is
assumed that the sample-to-detector distance id€al3de drawing is not to scale. Typical distances would

beL = 35000 mm and = 5mm in SR:CT.

Similarly, we can derive a condition for thikeviation from the ideal parallel-beam geome-
try , which must be fulfilled for the parallel-beam reconstruction algorithm to be applicable to the
recorded projection data. The maximum deviation from the parallel-beam geometry is observed
for the outermost sample positions. The projection of the outermost ray that penetrates the sam-
ple may not be separated by more than the sampling distafroen the projection of the ideal
parallel-beam projection (illustrated by the spacing of the green lines in 3.4 at the detector plane).
This gives the condition

%D<T. (3.42)

With r = D/N;, this can be rearranged to

L
Ne< 5 (3.43)

The application of fan- or cone-beam reconstruction algorithms (e.g., the cone-beam reconstruc-
tion by Feldkampet al.[57]) must be considered if this condition is not met.

Numerical examplefor beamline BW2 (see parameters given in Table 2.1), we tave
ox = 2.22mm, andL = 35000 mm, which gives/ox = 35000222 = 15766 (divergence:
0.063 mrad). Thus, for our sampling resolutionMf = 1536, the condition for an unblurred
image given by Equation (3.41) is easily fulfilled with = 1536 < 15766. The parallel-beam
geometry is applicable as long as Equation (3.43) is fulfilled.Ngct 1 536 sampling points this
is the case for samples smaller tHar: 35000 mmil1 536= 228 mm. The beam divergence at the
sample position was measured for HASYLAB beamline BW2 with a pinhole (compare Appendix
D.7). This verified a beam divergence of less than 0.108 mrad.
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3.3.6 Sources for artifacts

Any perceived distortion or other data error caused by the instrument of observation is called
an artifactt? Recently, an investigation of reconstruction artifacts iruSR was presented by
Vidal et al.[148], who simulated artifacts and compared them with experimental data. Here, it is
attempted to give a complete list of the possible artifact sources #CIR

The x-ray source, which must be understood as part of our instrument, gives rise to an always
present artifact, which is

¢ Noise. Noise is introduced by the statistical fluctuations of the x-ray beam as discussed in
Section 3.3.2. Readout noise and quantization noise of the CCD are typically negligible.

Leakage of intensity into regions of low intensity (high absorption) can be caused by the
following sources. Thesdfects add blur to the incident intensity profile and can result in a non-
linear dfect in the calculation of the projected attenuationfioient. This can cause an integral
under-estimation of the measured attenuatiorffament in the projections as discussed in Section
2.5.1.

e Beam divergence. The opening angle of the radiation cone and the finite source size can blur
the recorded images (compare Section 3.3.5). The source is extended and generates a cone
of radiation in each point. It can be described as a four-dimensional function. In order to
obtain good projection data, the influence of the source must be the same in all projections.
Accordingly, the spread that is introduced in the projection over the distance of the sample
diameterD must be small. In our measurements the distance between sample and detector
typically is in the order oD and we can neglect the source influence.

e Detector blur (in space and time). Thiext of the detector PSF on the recorded projection
images and the reconstruction depends on sample geometry and beam profile as discussed
in Section 3.2.3. Afterglow of the luminescent screen can cause the blur of intensity in time.

e Scatter. The relevance of Rayleigh and Compton scatter is discussed in Section A.3. For
samples of diametdd < 1cm and with the selection of accordingly low x-ray energies,
their influence is negligible. If necessary, scatter can be suppressed by the use of x-ray
collimators.

e Fluorescence. When atomic fluorescence is excited as secondary radiation inside the sam-
ple, it may become visible on the detector much like scattered radiation. The contribution
of fluorescence to the signal will mostly be low, due to the isotropic generation of the fluo-
rescent radiation and the typically strong self absorption of the fluorescent radiation.

2Definition fromhttp://en.wikipedia.org/wiki/Artifact.
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o Diffraction phenomena (phase propagation, refraction, total reflection, Bragg reflection).
Except for Bragg reflection, thesdfects are negligible at short sample-to-detector dis-
tances. Bragg reflection can occur for samples of crystalline structure, when the Bragg
condition is fulfilled. Using an x-ray source with small bandwidth, the probability for Bragg
reflection is small and thefiect is negligible.

The following are sources of systematic artifacts in the reconstruction:

e Beam hardening. The attenuation ffa®ent is a strong function of photon energy as de-
scribed approximately by Equation (A.13). In a polychromatic beam, the low energetic
components are more strongly attenuated than the high energetic components, whereby the
measurement of the attenuation fiaeent becomes non-linear. Thiffect was described
by Brooks and di Chiro [27] and is known as beam hardening. The small bandwidth of
the Si(111) reflex causes a negligible variation of the attenuatiofiiceat as described
by Equation (A.15). The contribution of higher harmonics as from the Si(333) reflex can,
however, be relevant. It can be suppressed by mirrors that are introduced into the SR beam
as low-pass filters.

e Misalignment of projection data. Proper alignment of the rotation axis is required (compare
Section D.3). Moreover, the determination of the center of rotation is required and will be
discussed in detail in Chapter 5.

¢ Incomplete data. When the sample leaves the field of view or projections are missing (as in
laminography), techniques for the sinogram restoration must be applied before reconstruc-
tion.

e Aliasing. The artifacts that are introduced by under-sampling (band-limited data) of the
number of projection$y, the number of sampling points; or by the detectors sampling
function are referred to as the aliasing distortions.

¢ Partial volume #&ect. The partial volumefiect describes the additional blur (averaging)
that is caused by the detector sampling function (e.qg., form of detector pixels) and the finite
reconstruction grid.

e Detector non-linearities. If the same pixel in every projection is recorded incorrectly due to
a local non-linearities of the detector, ring-artifacts are created. An example of ring artifacts
is shown in the reconstruction of Figure 6.11(d). Ring artifacts are most pronounced at
the center of the reconstruction and decrease in intensity with increasing distance from the
center. They are typically dominated by non-linearities of the luminescent screen, while the
CCD non-linearity is typically negligible.

e Deviation from the parallel-beam geometry. The limit was discussed in Section 3.3.5.
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e Sample movements or morphological changes of the sample. Any movement of the sample
other than the tomographic rotation will result in inconsistent projection data and recon-
struction artifacts. To detect morphological changes, e.g., Du Rostadt[130] have
calculated the cross-correlation ¢é@gient of equivalent projections that were recorded at
different times.

e Source fluctuations. Fluctuations of the SR beam can be caused by the decaying electron
(positron) beam intensity, variations of the electron beam position, and heatffeats ®n
the monochromator crystals. The resulting intensity variation must be small and slow. The
decaying beam intensity is compensated as presented in Section 2.5.

e High-energetic hits on the CCD. The hits give rise to single streaks in the reconstructions.
They can be corrected by Zinger removal technigues as discussed in Section 2.5.

Beam hardening can cause a similar non-lindgect as the long tails of the point spread
function. By measurements with defined absorber plates (not presented) it was verified that beam
hardening caused by higher-order harmonic radiation had negligible influence on our measure-
ments. However, if the detector blur is successfully removed (e.g., by deconvolution) then the
next limitation for quantitative measurements might be imposed by these high-energetic compo-
nents.

The same as for beam hardening holds for afterglow in the luminescent material. Afterglow
blurs intensity in time, i.e., over projections and can result in a similar non-lirféeste When
the exposure times will further reduce with future CCD cameras, the influence of afterglow might
become relevant.
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Chapter 4

Optical coating of the luminescent
screen

4.1 Introduction

The x-ray camera presented in Chapter 2 is based on lens-coupled imaging of a luminescent
screen (x-ray phosphor). Part of the luminescent light that is collected by the lens system is
reflected or scattered inside the luminescent screen before it leaves the screen. Thus, it does not
seem to be emitted at the original place of luminescent light generation (x-ray detection). This is
observed as a broadening of the point spread function (blur), which exhibits weak but extended
tails, and as the more or less sharp images of crystal defects.

The crystals that are employed as luminescence screens, typically possess polished plan-
parallel surfaces, a high refractive index, and are optically clear. A major fraction of luminescent
light can, therefore, be trapped between the crystal surfaces by total reflection. This is the case
for both luminescent bulk crystals as well as for crystals with only a thin active (luminescent)
layer. The trapped light may travel large distances and can be coupled out, when it is scattered
at surface defects (e.g., scratches) or crystal impurities that serve as secondary sources. These
localized defects that become visible as screen inhomogeneities give rise to ring artifacts in the
tomographic reconstruction. Therefore, we want to minimize the fraction of light that is trapped
by total reflection, i.e., we want to minimize the reflectivity at the crystal surfaces.

The long tails in the point spread function have been recognized by several authors [36], [66],
[70], [96], [129], [142]. Several strategies for their suppression exist. Generally, the reflection
properties of optical elements can be tailored by application of absorbing, reflective, or anti-
reflective coatings. The application of optical coatings for x-ray detectors has been described
in a review article by Gruner [70] and for the field of medical imaging systems in another review
article by Rowlands [131]. Kocht al.[96] and Cloetens [36] already suggested that an absorbing
coating could be used to suppress the long tails appearing in single crystals employed as lumines-
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cent screens in microtomography. However, so far only the application of anti-reflection coatings
has been reported by Cloetens [36], who applied the coating to both surfaces of doped YAG and
LAG crystals. The use of immersion liquids (frequently used in microscopy) between objective
and scintillator could also reduce the total internal reflected light, as noted by é¢cah[96].
Structured scintillators can be used to inhibit light propagation in the luminescent material. Struc-
tured CslI(TI) that is deposited by columnar growth or lithographically fabricated phosphor plugs
are commercially available. However, the spatial resolution achieved with these screens is in the
range of 1Qum only (compare Martin and Koch [102, Fig. 2]).

An optical coating on the screen surface opposite to the imaging detector is called a backing
layer and typically is reflective or absorbing. Reflective backing layers result in an increased light
output and a reduced spatial resolution of the system, while absorbing backing layers result in a
lower light output but also enhance the spatial resolution. In this work an absorbing optical coating
of black lacquer paint was applied to the luminescent crystals in order to suppress the long tails in
the PSF.

The preparation of crystals is described in Section 4.2.1. The influence of the backing layer
on the spatial system response was quantified by edge profile measurements that are presented in
Section 4.2.2. Optimal suppression of reflections can be expected, when the refractive indices of
luminescent crystal and the backing layer match. Therefore, the refractive index of the lacquer
was measured using ellipsometry. The measurement result is presented in Section 4.2.3. From the
known refractive indices of crystal and lacquer, the fraction of trapped light is estimated using the
Fresnel equations in Section 4.2.4. The influence of the backing layer on the microtomographic
measurement of a human femur will be demonstrated in Section 6.2.

4.2 Preparation and characterization of the backing layer

4.2.1 Application of lacquer paint

An absorbing backing was prepared on several CdWi@stals of diterent thickness during
this work. Two crystals with thickness of 1.0 mm and 0.08 mm (referred to as CWO1 and CWQO2),
respectively, were characterized by edge profile measurements before and after application of the
backing layer. The results obtained for these two crystals are presented here.

The absorbing backing was applied to the crystal surface that faces the incoming x-ray beam,
as shown in Figure 4.1. Black spray lacquer was used to form a thin, optically opaque surface layer
on the crystals. The spray lacquer (type: ‘Bunigpack seidenmatt’, manufacturer: Eisodur) was
applied such that it also covered the edges of the crystals, at which reflections of course should be
suppressed too. The attenuation of x-rays caused by this thin lacquer layer can be neglected for
SRuCT measurements at energies above 10 keV. At lower energies some x-ray intensity is lost. In
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Figure 4.1: Scheme of the luminescent crystal with backing layer. The surface oriented towards the in-
coming x-ray beam and the crystal edges are covered with black lacquer paint. Internal reflections are
suppressed.

200 pm

Figure 4.2: Microscope images of a 1 mm thick CdW®©rystal with many surface defects. Focussed on
(a) back surface and (b) front surface. The arrows mark (1) an extended point defect on the backside and
(2) a streak on the front side.

any case, the attenuation by the lacquer layer is automatically corrected during the measurement
by normalization with reference images.

Light microscope images of the 1.0 mm thick crystal CWOL1 taken before application of the
backing are shown in Figure 4.2. This crystal displayed a lot of surface defects on both its front and
its back surfacé. Actually, the crystal was selected for the test of the black backing for exactly
this reason. The light microscope images give a good indication of the crystal performance in
the x-ray camerd. Defects on each surface can be identified by focussing the microscope to the
crystals back surface [Figure 4.2(a)] and the crystals front surface [Figure 4.2(b)]. Note that our
x-ray camera typically is focussed onto a layer close to the back surface. Defects on the back
surface will thus give a sharp, disturbing image.

IFronyback as seen from the camera or microscope. The back surface carries the black backing.

2The image seen with the light microscope will however bedént to the image seen with the x-ray camera,
although, the x-ray camera is not muclffelient from a microscope. Theff#irence is due to the light source: external
light source in the microscope, luminescence light generation inside the crystal in the x-ray camera.
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4.2.2 Edge profile measurements

Both crystals CWO1 and CWO2 were characterized by edge profile measurements directly
before and after application of the backing layer. The edge profiles were recorded at HASYLAB
beamline BW2. The edge profile was realized using a gold plate that was opaque for the incident
radiation. The detailed measurement parameters are given in the footnotes of Table 4.1.

Figure 4.3 shows data from the edge-profile measurement for crystal CWOL1. Figure 4.3(a)
shows the image recorded with the untreated crystal. Figure 4.3(b) shows the equivalent image
recorded after application of the backing layer. Both images have been dark image corrected and
are plotted in logarithmic scale. The x-ray beam in these measurements was reduced to rectangular
shape by the slit system. The central edge in the images corresponds to the gold edge. The images
were recorded within about 30 minutes. The observed change of the beam profile during this time
was negligible for the evaluation, and the mean CCD count over all pixels in the two (dark image
corrected) images was very similar with MebBla6y) = 32143 and Mearn{apy) = 338565 for
the images in Figures 4.3(a) and (b), respectively. Hence, the intensity profile in the tails is directly
comparable.

The intensity spreads into the dark regions of the images in both cases. It is directly evident,
that the intensity in the tails is higher for the untreated crystal than it is for the crystal with the
absorbing backing layer. Figure 4.3(c) shows the measured CCD counts of the same CCD row for
the untreated (curve 1) and the treated crystal (curve 2). An intensity reduction of about a factor of
two is observed for the treated crystal. Furthermore, a reduction of the signal variation is observed,
which can partly be explained by the reduced intensity and the corresponding reduction of photon
noise.

The strong inhomogeneities in the profile of Figure 4.3(a) are most likely caused by surface
defects on the back surface. Defects on the front surface would not be seen as a sharp image for
a crystal of 1 mm thickness (compare the images in Figure 4.2). These inhomogeneities appear
much less pronounced after application of the backing in Figure 4.3(b). Light emission from
surface defects is obviously strongly suppressed now. Figure 4.3(d) shows a closeup of two weakly
visible screen inhomogeneities that correspond to the two peaks in the profile (curve 1) in Figure
4.3(c). It will be shown in Section 6.2 that these two weak spots result in significant ring artifacts
in the tomographic reconstruction.

The plots in Figure 4.4(a) show the intensity averaged across a subregion around the central
edge profile, i.e., the edge spread function (ESF). The intensity was normalized to the maximum
intensity (mean value of the pixels witt5% maximum intensity) in the image for the calculation,
and were shifted upon averaging to correct for the edge tilt, as described in Section D.1. In this
logarithmic plot, a reduction of the intensity in the tails of the ESF by a factor of about two is
observed after application of the backing layer. Note that the observed absolute change of the
ESF is only small. However, the relative change and not the absolute change is important for the
measurement of projections.



4.2. RREPARATION AND CHARACTERIZATION OF THE BACKING LAYER 59

(@

(b)

10" I 10

logarithmic CCD counts

(C)1200'|I||||

1000
800

600

CCD counts

400

200

PR T SR NN TN TR TN [N TN TN TN AN ST T T N NN TN SN SN SN TR SN T [ T SR T N T
0 200 400 600 800 1000 1200 1400
position [pixel]

Figure 4.3: Edge profiles recorded with an absorbing gold edge for crystal CWOL1 as (a) untreated crystal
and (b) after application of the black backing. The images have been dark image corrected and are shown
in logarithmic scale. The visible full CCD size corresponds to a field of viewIi#%42.74 mm. (c) Plot of

CCD counts along the dashed lines (1,2) in images (a) and (b). (d) Closeup of the marked region in (a), with
two screen defects marked by circles. The two screen defects correspond to the intensity peaks in curve 1 of
the plot in (c). The solid, vertical line in (a) to (c) marks the position of the center of rotation in th€ BR

scan presented in Section 6.2.
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Figure 4.4: ESF, LSF, and MTF determined from the edge profile measurements performed on the two
CdWQ, crystals CWO1 and CWO?2. Edge profiles were recorded both for the untreated crystal and after
application of the backing layer. (a,b) ESF normalized to its maximum as described in the text; the intensity
fall off at the right side of the dashed curve for crystal CWO?2 is caused by an inhomogeneous beam profile.
(c,d) LSF from derivation of the ESF. (e,f) MTF calculated from the symmetrically completed left hand
side of the LSF. The ¢lierence of the MTF in the untreated case and with black backing is plotted (dotted
line) and shows a small increase of the MTF at low frequencies. The MTFs of CWO1 and CWO2 end at
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the Nyquist frequency, which is fligrent for the two crystals due toffirence in the féective pixel size in
the measurements.
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Table 4.1: Resolution before and after application of the backing layer.

CWO22 CWo?2
Resolution measure untreated backing untreated backing
10% MTF [um] 461 4.64 3.66 3.51
FW of 50% int. LSF [im] 9.99 9.00 7.31 6.35
FW of 90% int. LSF [im] 168.86 48.72 95.97 41.33

aCryst. th.: 1.0 mm, object. foc. length: 35 mm, f-number: 3.56, magn.: 3.36, x-ray energy: 22 keV
bCryst. th.: 0.08 mm, objective foc. length: 35 mm, f-number: 3.56, magn.: 5.97, x-ray energy: 20 keV

Figure 4.4(c) shows the LSF, which was determined by derivation of the ESF. The same re-
duction as for the ESF is of course seen for the LSF too. The right hand side of the LSF is very
noisy because of the higher photon noise on the bright side of the edge.

The MTF shown in Figure 4.4(e) was calculated from the symmetrically completed left hand
side of the LSF as explained in Section D.1. The MTF does not change significantly at high
frequencies. Only for low frequencies, the MTF is slightly increased. Again, the change of the
MTF is small because the absolute change of the ESF is small.

Table 4.1 gives the spatial resolution that has been determined from the normalized edge pro-
files using diferent spatial resolution measures (introduced in Section 2.4.3). The high-frequency-
dependent resolution measures corresponding to 10% MTF and the full width (FW) of 50% in-
tegrated LSF are only slightly reduced upon application of the backing, while the low frequency
sensitive measure of the full width over 90% integrated LSF is drastically decreased. This demon-
strates the limited usefulness of a single resolution parameter for the description of the entire
system response. The drastic relative change of intensity in the long tails of the PSF is not noticed,
if the system is described only by the resolution parametgr

For crystal CWO2 very similarféects as for crystal CWO1 were observed. The ESF shown in
Figure 4.4(b) displays a similar reduction of intensity in the tails. However, the beam profile in the
edge-profile measurement with backing layer was not entirely homogeneous with a maximum of
the intensity in the center of the image, which can be recognized as the intensity &lihe right
hand side of the ESF. This probably caused an additional reduction of intensity for the long-range
components of the measured ESF.

4.2.3 Refractive index of lacquer paint

The refractive index of the lacquer paint was measured as a function of wavelength using pho-
tometric ellipsometry. In ellipsometry, the change in polarization of a light beam upon reflection
on a sample is measured. For a detailed description of the method see the book by Azzam [5].

The measurement was carried out at the ‘Instilut¥ngewandte Physik’, University of Ham-
burg using a commercially available Sentech SE850 spectrally resolving ellipsometer. A thin film
of lacquer paint was prepared for the measurement onto a flat glass substrate. The reflected inten-
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Figure 4.5: Refractive index of the applied lacquer paint. Real parahd imaginary parts) as function
of wavelength were calculated from the photometric ellipsometry measurement.

sity from the lacquer paint was recorded as a function of wavelength at fixed polarizer orientations
and fixed reflection angle. A xenon discharge lamp was used as light source and the reflected light
was spectrally resolved by a grating spectrometer in combination with a photo diode array. From
the measured intensity and assuming a homogeneous, isotropic, and compared with the penetra-
tion depth (infinitely) thick sample, the complex refractive index of the lacquerri’+ j« was
calculated. Here, the imaginary pardescribes how fast the amplitude of the wave decreases
and is called the extinction cfiient. It is directly related to the absorption @@&ent given by

4 k/ A, whereA is the wavelength of light.

Figure 4.5 shows a plot of the determined refractive index as a function of wavelength. For
the central spectral emission wavelength of CA/&D500 nm, the real and the imaginary part of
the refractive index are approximatety= 1.485 andk = 0.085, with only a slight variation with
the wavelength over the CdW@mission spectrum, which allows us to use these fixed values as
an approximation over the full range of the luminescent screen emission spectrum.

4.2.4 Reflectivity and fraction of trapped light

The reflectivity and the transmittance at the crystal surfaces can be calculated from the law of
refraction and the Fresnel equations (see Born & Wolf [25, Sect. 1.5]) from the complex refractive
indicesri; of the crystal and the complex refractive indexaf the second medium. Knowing the
refractive indices of crystal and lacquer, we can now estimate and compare the fraction of totally
reflected light for a crystal with and without absorbing backing.

Figure 4.6(a) shows plots of the reflectivity at the crystal-to-air surface and at the crystal-to-
lacquer surface as a function of incident angle. Here, the incident angle is defined as the angle that
the direction of incidence makes with the surface normal (see Figure 4.1). The complex refractive
indicesri; = 2.2 for the CdWQ crystal,ri; = 1.0 for air, andnz = 1.485+ j0.085 for the
lacquer paint as determined by ellipsometry, were used. The luminescent light was assumed to
be unpolarized. The reflectivity at the crystal-to-air surface becomes unity for incident angles of

3The assumption of unpolarized light is justified for the emitted luminescent light. However, note that the lumi-
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Figure 4.6: Reflectivity of unpolarized light at the internal crystal surface. (a) Calculation for first medium
CdWQ, with refractive indexn; = 2.2 and for second media air with, "= 1.0 and lacquer paint with

fi, = 1.485+ j0.085. The dashed curve has been calculated neglecting the complex part in the refractive
index of the lacquer paint, i.e., fop = 1.485. In this case, total reflection appears above a certain angle.
(b) Same calculation for first medium YAG witlh = 1.8. (c) Reflectivity at the crystal-to-lacquer surface

of a crystal with assumed refractive index = 1.485 and matching lacquer paint with = 1.485+ « for
assumed imaginary parts= 0.01, 0.05, and 0.2.

aiot = 27° and above. Hereyy is the angle of total reflection, which is given by

. n
ot = ArCSIN— | (4.1)
Ny
in the case, when the refractive indices of both media are real numbets 17 andri; = ny),
i.e., in the ideal case of zero absorption. All luminescent light emitted under an@angta,; is
totally reflected at the internal crystal surfaces in this case.

The reflectivity at the crystal-to-lacquer surface [plotted in Figure 4.6(a)] is significantly lower
than the reflectivity at the crystal-to-air surface for all incident angleBhis is the desiredfiect
for the suppression of the long tails in the PSF. The lower reflectivity at the crystal-to-lacquer
surface is of course due to the closer match of the refractive indices. Since the imaginary part of the
refractive index of lacquer paimb is not zero, the phenomenon of total reflection has disappeared
here. Still the reflectivity is significantly @ierent from zero, especially for high incident angles.
When the light travels through the crystal, multiple reflection at the crystal-to-lacquer surface will
take place, and more and more light will be absorbed. Thus, the intensity of the propagating
light will decrease with increasing distance from its generation. The intensity decay with distance
depends on the lateral distance that the light travels in between consecutive reflections, which in
turn depends on the crystal thickness.

For an uncoated luminescent crystal, the reflectivity at both plan-parallel surfaces is described
by the same crystal-to-air reflectivity curve. Thus, the totally reflected light is trapped inside the
crystal. Assuming isotropic generation of luminescent light, the fraction of trapped light intensity

nescent light will be polarized upon reflection at the crystal surface as described by the polarization dependent Fresnel
equations.
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can be calculated from the total-reflection anglg as

light emitted witha: > aot 1-92 27 (1 — coSator)
total emitted light intensity 4r

€trap = = COSatot - (4.2)

For the crystal-to-lacquer surface, which does not show total reflection, the trapped light in-
tensity cannot be calculated in the same way. However, we shall defirfieative total reflection
anglea;,; = arcsinRgfi,)/n1], with Rgf,) = n, the real part of the refractive index, neglecting its
imaginary part. The reflectivity curve that is obtained neglecting the imaginary part of the refrac-
tive index is shown for CdW@as the dashed curve in Figure 4.6(a) and gives an upper bound for
the reflectivity. We then enter;,, into Equation (4.2) for the calculation of théective fraction
of trapped lighteg,, ;.

For an uncoated CdW/rystal it isater = 27° and we find thatyap = 89% of the light is
trapped inside the crystal. For the same crystal with black backing, we calegate 43° and
€lrap = 13%.

Other luminescent crystals often applied as luminescent screens are Ce-def#0dsland
Ce-doped ¥Al50;12 (YAG). Both crystals have refractive indices in the order of 1.8, which is
closer to the refractive index of our lacquer paint than the refractive index of Gdii¢@ussed so
far. Reflectivity curves for a crystal withy "= 1.8 were calculated and are plotted in Figure 4.6(b).
For these crystals, we obtaify, = 34° andeyrap ~ 83% for the uncoated crystal ang,, = 56°
andeg,, = 57% for the crystal coated with lacquer paint. In both cases the trapped light intensity
is significantly less than for our present crystal-lacquer combination.

Figure 4.6(c) demonstrates the reduction of reflectivity that would be possible, when the re-
fractive indices of crystal and lacquer would match. Here refractive indicas ©f1.485 for the
crystal and of; = 1.485+ j « for the lacquer paint were assumed. Variation of the extinction coef-
ficient around its true value = 0.085 demonstrates the influence of the extinctiorfioccient. The
lower the extinction caicient, the lower the reflectivity. The reflectivity is of course much lower
than for the equivalent curves of CdW@nd YAG in Figures 4.6(a) and (b), which demonstrates
the high potential of lacquer and crystal with matching refractive indices.

4.3 Results and discussion

For our crystals with high refractive inder & 2.2), a major fraction (89%) of the luminescent
light is trapped inside the crystal by total reflection, when no coating is applied. Light inside the
luminescent crystal can be reflected at the crystal surfaces, or it can be scattered at surface defects
(screen inhomogeneities). It was found, that application of the black backing causes a relevant
reduction of internal reflectivity and thus reduces the intensity in the long tails of the PSF. This
relative reduction of intensity in the long tails is important in order to avoid non-linffacts,
when calculating the projection images (compare Section 2.5.1).
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Furthermore, the visibility of surface defects that may be present on the crystals is strongly
reduced by the backing layer, i.e., scatter or reflection from these defects is significantly reduced.
Since surface defects are the cause of screen inhomogeneities with non-linear response, their re-
duction will directly result in the reduction of ring artifacts in the tomographic reconstruction, as
it will be shown in Chapter 6.2.

The visibility of surface defects in the radiographic imageteds for the crystal’s front and
back surface. When the luminescent screen is homogeneously irradiated, defects on the surface
that faces the incoming x-ray beam (back surface) are typically observed as an increase of light
intensity, while defects on the front surface are observed as a local reduction of the light intensity.
These latter defects are visible mostly for thin crystals, for which the front surface is close to the
focal plane and, thus, still is in focus. For thick crystals they appear blurry [compare Figure 4.2(a)],
which makes them less critical for the tomographic investigation. The backing layer suppresses
the visibility of defects on the back surface, to which it is applied, but the blurry defects on the
front surface remain. A way of reduction of the front surface defects is given by an increase of the
crystal thickness, which brings the front surface out of focus. This approach is however limited by
the spherical aberrations (see Appendix B.3) that are introduced by the additional crystal thickness.

The fraction of trapped light is reduced by application of the backing layer. However, the
reduction of intensity in the tails must be seen relative to the overall intensity loss caused by the
absorbing backing. Fortunately, the intensitffiG@gency) loss that can be expected in the images
by application of the backing compared with the previously uncoated crystals is small: Without
backing, most of the light that is emitted into the opposite direction of the objective’s aperture
leaves the crystal and is lost for imaging. After application of the backing, this light is absorbed
inside the backing layer. Hence, the signal intensity recorded with and without backing layer is
similar. Any reduction of intensity in the long tails thus is purely beneficial for our measurements.

Other methods for the reduction of reflectivity might be thought of for the future. Application
of an anti-reflective coatingl{4 coating) to the crystal’s front surface (that faces the objective)
seems useful. However, the performance of the anti-reflective coating depends on the light’s inci-
dence angle (and wavelength). Thus, the anti-reflective coating is advantageous only for limited
values of the numerical aperture. An immersion liquid in the space between crystal and objec-
tive could be used to suppress the reflectivity at the crystal-to-air surface and to increase the light
collection dficiency of the system (see Appendix C.1) simultaneously. Unfortunately, the use of
immersion liquids is dficult for practical reasons. One reason is the typical horizontal orientation
of the setup in combination with gravity.

Ellipsometry was applied for the measurement of the refractive index of the backing layer.
The refractive indices provided by this method in a simple and fast manner can be used as an input
parameter for further system optimization, e.g., employing optical simulation soffvidiféerent
luminescent screens and backing combinations should now be tested. Higher abs6ipigmtye

4Optical simulation software as, e.g.: Trace@;r@SLO®, or ZEMAX®
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of the backing layer (lower reflectivity) might be achieved by a combination of luminescent crystal
and absorbing substance with closely matching refractive indices. Other combinations of lumines-
cent and backing materials should thus be exploited in a future study. It will probably be easier
to find a matching coating substance for other luminescent materials than it is for £dWrO

its high refractive index oh = 2.2. For a future comparison of luminescent screens and backing
combinations, the use of conventional x-ray tube systems should be considered. Although these
systems provide x-rays with a broader energy spectrum than typically used at synchrotron radia-
tion sources, they can provide a large and homogeneous beam profile more easily. Of course, also
an optical light source can be used for fast comparison of the optical properties.

Note that entire suppression of long-range blur is not possible for the discussed type of lens-
coupled x-ray detector, since it is fundamentally limited by thé&ration pattern of the
lens aperture.

However, since the application of an absorbing backing layer presents a simple, cheap, and
easy way of system enhancement, all crystals operated in our x-ray camera are being coated with
lacquer paint before their first use now. Other methods that make use of the same type of x-
ray camera, such as phase-contrast tomography or nano-tomography, can directly profit from the
technology of the presented blur-reduced detector.

4.4 Summary

An absorbing backing layer was applied to the luminescent screen of the x-ray camera and
characterized by the measurement of edge profiles. Apparently, use of an absorbing backing is
reported here for the first time for an 88T setup. The application of the backing layer to the
CdWO, luminescent screens resulted in the reduction of the internal light reflections. A reduction
in intensity by about a factor of two was observed in the long tails of the edge spread function.
Ellipsometry was used to measure the refractive index of the backing material, which in turn
allowed to calculate the reflectivity at the crystal-to-lacquer surface and to estimate the trapped
light intensity. Besides the reduction of tails, it was found that application of the backing layer is
an excellent way for the suppression of screen inhomogeneities (that are the cause of ring artifacts
in the tomographic reconstruction).
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Chapter 5

Automated determination of the center
of rotation

5.1 Introduction

For the tomographic reconstruction of the recorded projections, it is important to know the
relative position of the rotation axis and the detector, i.e., the position of the center of rotation,
precisely. Otherwise, artifacts arise in the tomographic reconstruction as will be shown below.
Owing to the high spatial resolution of microtomography setups, itfiscdit to measure the
relative position. And even if it has been determined once, the position can be altered, when a
new sample is mounted or setup parameters (e.g., camera magnification, luminescent screen, x-
ray energy) are changed. It is, however, very inconvenient to spend valuable measurement time
remeasuring the center of rotation. The tomographic projections are therefore often recorded
without precise knowledge of the center of rotation, which has to be determined from the recorded
projection data subsequently.

Mostly two methods are employed for the determination of the center of rotation from the
projection data. One method is based on image registration of mirror projections and the other
is based on the movement of the center of rotation in the projections. The precision reached by
these two methods is limited and often results in unsatisfactory reconstructions. Therefore, it is
common practice to calculate test reconstructions and to select the best reconstruction manually.
This laborious procedure is unsatisfactory, especially at synchrotron radiation sources, where great
numbers of data sets are recorded with short scan times.

In this work a new method for the determination of the center of rotation has been developed.
The method has been published by Doretthl. [49], [50]. It allows for the automated determina-
tion of the center of rotation from the recorded projection data. For demonstration the method is
applied to model systems (computer phantoms) and measupgdTSéRata. The results are com-
pared with the results obtained from the often used center-of-mass method and image registration
based methods. The influence of measurement errors is discussed.
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Figure 5.1: Scheme of the microtomography setup at a synchrotron radiation source with the parallel x-
ray beam coming from the right. The rotation axis is aligned parallel tazthds ¢ ~ 0) prior to the
measurement, such that it is perpendicular to the incoming x-ray beam and perpendicular to the detector
rows simultaneously. In this situation each detector row records the projection data of one tomographic
slice. The position of the aligned rotation axis as it is projected onto the detector (dastispis uniquely
described by the parametigr

Note that the determination of the relative orientation of recorded projections is a problem that
occurs in many types of tomography. In high-resolution measurements, this problem naturally
exists due to the limited precision of the rotation axis. This is, e.g., the case in electron tomography
(see Zieseet al. [166]) and in nano-tomography. In medical CT similaffidulties exist. Here
patient motion needs to be handled and the active research field of dynamic CT imaging (see,
e.g., Bonneet al. [21]) actually aims at reconstructing image sequences of the moving human
body as, e.g., heart motion. Compared to these tasks the problem we are confronted with in
microtomography is relatively simple. We have to determine a single parameter only, the center of
rotation. A wrong center of rotation, however, would result in a systematically wrong alignment
of all projection images.

5.1.1 Alignment of the rotation axis

The microtomography setup at a synchrotron radiation source is shown schematically in Figure
5.1. The x-ray beam at a synchrotron radiation source can be assumed to be approximately parallel
and thus the simple parallel-beam geometry is approximately realized as discussed in the previous
chapter. The projection data are recorded by a two-dimensional x-ray detector. For the projection
measurements the rotation axis must be aligned perpendicular to the incident beam direction. At
the same time the rotation axis is usually aligned parallel to the detector columns. Then it is
¥ ~ 0 in Figure 5.1 and the rotation axis is parallel to thaxis. After alignment, the angular
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Figure 5.2: (a) Parallel projection of a slicé(x, y) under projection anglé. (b) The corresponding sino-
gram consists of all projections. The position of the projected center of rotatiorresponds to the vertical
line in the sinogram.

orientation of the rotation axis is kept fixed. In this case the position of the projected rotation axis
can be uniquely described by the paramgter Figure 5.1. With this alignment the data recorded

on a single detector row contain the full information for the reconstruction of the corresponding
tomographic slice. The reconstruction of the (three-dimensional) volume data can be split into
many reconstructions of parallel slices, which can be calculated using the techniques of (two-
dimensional) parallel-beam tomography. Thus, the three-dimensional reconstruction is performed
as a stack of two-dimensional reconstructions.

5.1.2 Hfect of a wrong center of rotation

The projections in parallel-beam geometry of a two-dimensional fundt{any) are mathe-
matically described by the Radon transform, which has been defined in Equation (3.3) as

pg(t):f f(x,y)6(xcosh + ysing —t) dx dy. (5.2)

Here py(t) as a function ob andt is the sinogram. According to this definition the center of the

Xy coordinate system is the center of rotation, which is projected by the Radon transform onto the
positiont = 0. The formation of the projectiopy(t) is shown schematically in Figure 5.2. The
detector coordinaté = t + t; is introduced here, which is shifted with respect.tdhe parameter

t. describes the position of the projected center of rotation on the detector axis. We will assume the
center of rotationt; to be unknown but fixed in all projections, i.e., independent of the projection
angled. Then the projected center of rotation corresponds to the vertical line in the sinogram of
Figure 5.2.
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Figure 5.3: (a) Reconstructions from the sinogram data of Figure 5.2. The slices have been calculated on
a 128128 grid using centers of rotatidn = t, + At, with At, in the range from -4.0 te-4.0. Tuning-

fork artifacts become visible foAt, # 0. They add a systematic error to the noisy background of the
reconstruction. (b) Profiles along the dashed lines in the reconstructions are plotted. The profiles have been
shifted for better illustration. For comparison, the value of the ideal $lfggy) is 0.2 inside the circle and
elsewhere zero. Everfigets|At;| of only a fraction of a bin give rise to artifacts.

Figure 5.3 shows reconstructions of the model sinogram in Figure 5.2, which were calculated
for different centers of rotatiofs = t; + At,. For increasing fisets|At;| artifacts appear in the
reconstructions. Owing to their characteristic shape, they have been referred to as tuning-fork
artifacts by Shepgt al. [137]. The profiles in Figure 5.3 show that these artifacts produce a
systematic error even foiffisets|At,| < 1, i.e., for dfsets of less than one detector bifiNote: t;
can be any real number and is not limited to points on the sampling grid). Precise knowledge of
thet, parameter is thus a necessity for a high quality reconstruction.

5.1.3 Methods for the determination of the center of rotation

Several methods for the determination of the center of rotdtidrom the projection data
exist. In this work a procedure for the scoring of reconstructions is described and compared in
its performance with the often used center-of-mass method and the image registration method.
These three methods are described in detail below. Another method is based on the detection of
the sinusoidal movement prescribed by a fiducial marker as, e.g., used by Lu and Mackie [100].
It is similar to the center-of-mass method and not considered here, since it can only be applied to
data sets, which contain a strong marker of a previously known structure.

1The quality of reconstructions is sometimes quantified by the definition of a distance measure between the true
slice and the reconstructed slices. E.g., Herman [76] uses the sum over the soffieredad as distance measure. This
is not possible here, since the changé, ahifts the position of the data, whereby the compared regions would not be
identical. In other words: variation of the center of rotation prohibits the definition of a “real” image.
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Figure 5.4: (a) The center-of-mass in the two-dimensional sfi(e y) is projected onto the center-of-mass
tc in the one-dimensional projectiopy(t). (b) In the sinogram the center-of-magsas a function o#
describes a sinusoidal movement. For the typical case of a sinogram recorded for projectiod angies
the interval [Q [, this results in half a sinusoidal oscillation of the center-of-mags/().

Center-of-mass method

The center of rotatioy can be determined from the sinusoidal movement described by the
center-of-mass (shown in Figure 5.4) aroupdh the sinogram [4], [77]. The movement of the
center-of-mass can be derived directly from the definition of the Radon transform in Equation
(5.1) as shown by Azevedst al.[4]. Equivalently, it can be derived from the so called Helgason-
Ludwig consistency condition [121], which puts certain constraints on the two lowest-order mo-
ments of a Radon transforpy(t) with respect td.

The center-of-mass of the two-dimensional functi@r, y) is the point &, yc), with
_ [[f(x,y) xdxdy and v [[f(xy)ydxdy
[(x ) dxdy © [lfeeyydxdy

Similarly, the center-of-mass in the projection is defined for the one-dimensional Radon transform
as a function of the projection angleas

(5.2)

[ po(t) tdt
[Pt dt

The Radon transform projects the center-of-mags/) in f(x,y) onto the center-of-maggd) in
the projection according to

tc(0) = (5.3)

tc(6) Xc €0S0) + Y Sin@) + t; (5.4)

= rcC0S0 — @) + 1 . (5.5)

In Equation (5.5) the polar coordinate representatigngt) of the two-dimensional center-of-
mass K¢, Yc) has been introduced. The above equations describe the sinusoidal movement of the
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Figure 5.5: Schematic representation of image registration. We search for the spatial trafsfiian
brings the moving imag® into alignment with the fixed imageé. In our caseF andM are mirror images
and the position of the mirror axis must be found.

center-of-mask:(6) around the position of the center of rotatipnThey allow for the determina-
tion of t; from the center-of-mass in the recorded projections.

For sinogram data recorded at discrete sampling péjntg, we estimate the position of the
center-of-mass in the projections by calculating

Wl = = Y Pa) | (5.6)
j

for each projection anglé. Herej is the index of the detector bins aim@ [will be defined in
Equation (5.14)] is the average mass of all recorded projections, which has t&drerdifrom
zero. The three free parametegsyc, andt, of Equation (5.5) are found by an iterative non-linear
least squares fit to thg(6;) values of Equation (5.6).

Image registration method

The image registration method determines the center of rotation by the alignment of projec-
tion data recorded at two opposing projection angle#-, with 8, = 6, + n. Following from the
definition of the Radon transform, the two projections are mirror images of each other, containing
redundant information. In a tomography scan, typically projections are recorded at angular posi-
tions @ € {6p, Oo + g, ..., Op + m — 8y}, With equal spacingy = /Ny, whereNy is the number of
projections. If additionally redundant projections are recorded, these can be used for registration.
Since, e.g., the projection®(t) and p,(t) are mirror images of each other, there exists a value of
f; for which po(t) = p.(fr —t). Heref; is the position of the mirror axis, and the two projections
are perfectly aligned wheip = t;.

Aligning two similar images is known as image registration and is a well known tool in image
processing [88], [104], [83]. Image registration is schematically represented in Figure 5.5. The
basic input of any image registration process are two images: one is defined as the fixe#f image
and the other as the moving imalye Registration is treated as an optimization problem with the
goal of finding the spatial transforih that will bring the moving image into alignment with the
fixed image [83]. The main components for image registration are the tran3fpthe interpo-
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lator, which is used to estimate the moving image intensity at non-grid positions, and a @etric
providing a measure of how well the fixed image is matched by the transformed moving image.
The value of this metric is optimized by iterating the transform parameters.

In our case the fixed imageé and the moving imag® are given by the projectiongy(t’)
andp,(t”), respectively. The projections can either be one-dimensional or two-dimensional, when
recorded with a two-dimensional detector. In the latter case the projections become functions
py(t, 2) of t andz. The spatial transform that describes the mirror operation for the mirror axis
at the positiori; is simply given by

=% -t. (5.7)

The estimate of the intensity in the moving image at the positida found by linear interpo-
lation. Data points on the fixed image which correspond to points outside the range of the moving
image are set to zero. The cross correlatiorfiotient [88], also called the normalized correlation
metric [83], of two image#\, B

X (A B)

(2=

is used as metric, returning values betwednand+1. A minus sign was introduced into the
definition, such that for maximum correlation, as in the cas& ofB, the metric is minimized.

Qnc(AB) = - (5.8)

An optimum estimate for the center of rotation is found by minimization of the m€Xiie
with respect td;. The applied minimization procedure is presented in Section 5.3.

Scoring of reconstructions

Scoring of reconstructions is the approach taken in this work. Here the center of rotation is
found by comparing reconstructiorﬁsxi,yj) calculated for dierent centers of rotatioh on a
regular reconstruction grig, y;. The best approximatiof to the true center of rotatiot will
give the best reconstruction.

The scoring of the reconstructions is often done in a visual inspection step, in which a human
scorer simply compares reconstructions, like the ones in Figure 5.3, and selects the reconstruction
with, in his opinion, the fewest artifacts. This time-consuming visual inspection can be replaced by
the use of image metrics. On the basis of the reconstrucfipascalar metri€(f) is calculated,
which reflects the quality of the reconstruction. The best center of rotation is found by optimization
of the metric value with respect fip. An optimization procedure is needed for the automated
detection of the center of rotation.

Image metrics have been presented for the correction of motion artifacts in magnetic resonance
imaging by Atkinsoret al. [2] and by McGeeet al. [103] and recently for the detection of the



74 CGHAPTER 5. AUTOMATED DETERMINATION OF THE CENTER OF ROTATION

center of rotation in microtomography data by Brunetti and de Carlo [28]. These publications
studied the performance of several metrics empirically. The applicability of the metrics to the
particular problem was not mathematically derived.

In the section below three image metrics are presented, and for two of them a mathematical
derivation is presented. The iterative scoring procedure will the subject of Section 5.3.

Other attempts

Several methods for the determination of the center of rotation were developed and tested
during this work. Besides the metric-based methods that are presented in the following, two more
attempts were made that both are based on methods proposed for sinogram restoration. In the first
method, the dference between the sinograms and their reprojected reconstructions was used for
optimization. For this purpose a direct reconstruction-reprojection algorithm as proposed by Kim
et al. [95] was implemented. The second method based on the 2D discrete Fourier transform of
the sinogram. The method goes back to Edhetral. [52], who described regions in the Fourier
transform that should take values close to zero. It was tried to minimize the contribution to these
areas with dierent weighted measures. Both methods did not successfully provide robust center-
of-rotation estimates in all situations. Therefore, only the three reconstruction based metrics that
give stable and precise results are presented here.

5.2 Image metrics

Three image metrics for the scoring of reconstructions (see above) have been developed in
this work. These simple image metrics are based on the integral of the absolut®ygluke
integral of the negativityQ,n, and the histogram entrog@y (extending the histogram entropy
definition used by McGeet al.[103]) of a reconstructiori. Minimization of any of these metrics
with respect td; should result in an optimized reconstruction that best approximates the original
slice f. For the metrica andQ,n, it is shown below that they are at minimum for the correct
estimate of the center of rotatidn= t,, as desired. The application @, andQy is limited to
positive functions, i.e., to cases whefréx,y) > 0. The entropy-based metrig, does not have
this restriction and can thus be applied in cases where negative attenuatitcierts are present
in f(x,y). (This situation can occur for tomography data of samples recorded in a surrounding
medium as, e.g., water). We will present plausibility arguments why the n@{yishould be at
minimum forf; = t,. A mathematical proof as it is presented for the metfdgs andQ;n cannot
be given, buQy will be shown to perform correctly when applied to model systems and real data
in Section 5.4.
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5.2.1 Metric Qa: Integral of absolute value

We define the metric

Qua(f) = % f f |fx.y)| dxdy. (5.9)

with the zero-order moment
mp = ff(x,y)dxdy:fpg(t)dt. (5.10)

Here f is the reconstruction calculated for a certain center of rotdtient, + At from projections
of a positive functionf, i.e., a function for whichf (x,y) > 0. The integration is over the fuly
plane.

Recognizing that the Oth-order momentfais given by [[T(x, y) dxdy= [[f(xy) dxdy=mg
and with f(x,y) > 0, it directly follows that

fflf(x,y)l dx dy= 'f f(x,y)dxd;{:’f f(x,y)dxd)*sff’f(x,yﬂ dxdy. (5.11)

Division by mg gives
Qia(f) < Qia(f) . (5.12)

The above inequality expresses the fact that the m&rowill be at minimum for the recon-
structionf = f calculated for the correct center of rotatipre t;.

For a reconstructiorf(xi,yj) performed on a discrete reconstruction gnigl ¥j), the metric
Qia in Equation (5.9) is numerically calculated as

~ 1 ~
Qu(f) = = ZJ 1f06, )| (5.13)

Mo = Mean [Z Pe; (tj)], , (5.14)
j

where Mear() is the mean with respect to the indiexndmy is the average mass of all projections
in the sinogram.

5.2.2 Metric Qy\: Integral of negativity

We use the definition of negativity as known in digital image processing (see, e.g., Jansson
[90]) for the definition of the metric

Qn(h = - [ [ul-foen] Foey) axay. (5.15)
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with
(5.16)

Heremy is the total mass given in Equation (5.10) arfd) is the Heaviside step function.

Again, we assumd to be a positive function witif (x,y) > 0. Then itisQ,n(f) = 0, and
therefore

Qin(f) < Qin(f). (5.17)

The metricQn will take on its global minimum value for the reconstructibs: f calculated
for the correct center of rotatidp = t;.

The numerical calculation dP,y in Equation (5.15) for a reconstructid?(xi,yj) performed
on a discrete reconstruction grig (y;) is done by the summation

Q) =~ Y u[-Foxyp)] Ty (5.18)
N

whereinimy is the average mass of all projections in the sinogram given in Equation (5.14).

5.2.3 Metric Qy: Histogram entropy

We can assume that the reconstructf@r, y;) partly consists of homogeneous regions. This
assumption is valid because at least the outer regions of the reconstruction form an area of value
zero. Also, the object under investigation typically shows characteristic peaks in the density his-
togram of f(x,yj). A wrong value oft; will lead to additional structures and gradients in the
reconstruction and smear out the histogramf ©f,y;). We therefore use as a measure of re-
construction quality the histogram entropy of the reconstructed image as it is known in image
processing.

The histogram entropy or image entropy, as known in image processing [89], originates from
the basics of information theory developed by Shannon [136] and can be applied to the histogram
of any image, giving a measure of the amount of information in the image. It is defined for a
discrete gray-level image as

G
Hdiscrete= — Z Pk Ing(pk) s (5-19)
k=1

where the probability histogramy gives the fraction of pixels containing the gray vagweandG

is the number of discrete gray-value levels. Continuous gray-value images, as the reconstructions,
have to be converted to discrete gray levels before the entropy in Equation (5.19) can be calculated.
This conversion to discrete values causes a non-continuous behavior of the entropy.

The non-continuous behavior of the histogram can be removed by application of a kernel
density estimator (also known as the Parzen window). The discrete distrilpytafrgray values
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is replaced by an estimated probability density functpgg) of a continuous variable of gray
valuesg:

N
p(g) = % .;‘ K (g g') (5.20)

with

<) :{ 1 foru < 1/2 (5.21)

0 else

Hereg; are the gray values of individual image pixeks {1, 2, ..., N} andN is the number of pixels.
Thusp(g) is a sum of kernel functionk(u) centered around the gray valugof the image. The
kernel function used here is a rectangular (box car) function of width

We now define the entropy based on the continuous distribyignas

H = - f p(g) log,(h p(g)] dg (5.22)
2N-1
= - > pjlogy(h p) Ag; . (5.23)

j=1

The integral could be split into a sum over constant intervals in Equation (5.23) beu@se
is only changing at the pointg—1/2 org; + 1/2. Labeling the intervals by the indgxwe perform
the sum over intervals of lengthg; with constantp(g) = p;. The number of intervals, including
zero length intervals, isl— 1. Note thatH has a continuous behavior compared to the histogram
entropy definition in Equation (5.19) for discrete bins.

The maximum entropHmax is reached when the contribution of each element is indepen-
dent of the other. In this case the box car functions are not overlapping, and Equation (5.23)
becomes a sum ovét equal constant functions of height = ﬁ and widthAg; = h, resulting in

Hmax = Iogz(N)

We can now define the entropy normalizedHiyax as our metric

H

max

Qu(f) = (5.24)

which can take values in the range from 0 to 1. The me¥icis minimized with respect t§ to
obtain the best reconstructidn

For the numerical calculation ¢f in Equation (5.23) we sqtj = r?—,‘\l with n; as the number
of overlapping box car functions that contribute to fhil interval:

2N-1 _

H @=- Z T Iogz( )AgJ (5.25)
1 2N-1

= 2N [ 10g,(n)) - log,(N)| Ag; - (5.26)

J_
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The j-indexed intervals are found by application of a sorting algorithm to\Nttgray values
gi- Note that the resolution parametenot only contributes a constant factor but also determines
the form of the intervals in the sum. For the calculatior@pfit is necessary to define a resolution
parameteh, which should roughly describe the density resolution of the reconstruction. In prac-
tice the density resolution will be strongly noise dependent. Sins@ot a critical parameter, we
simply choseh as the 1% fraction of an average attenuationfioccient estimate of the sinogram

Pa (tj) @s

1
h= 0,015 ; |pa(ti)] (5.27)

whereN; is the number of projection birts.

5.3 lIterative scoring procedure

5.3.1 Reconstruction algorithm

The numerical calculation of the image metrics is based on the reconstru&i@nq), which
were calculated in the following using the “BKFIL"-type reconstruction algorithm presented in
Section 3.2. No frequency filter other than the ideal ramp was applied in the reconstruction.

The application of the image metrics should in principle be independent of the use of any
particular reconstruction algorithm. In practice, the image metrics are influenced by the parameters
of the reconstruction algorithm, especially by the selection of the reconstruction grid. For the data
presented here, the edge length of the quadratic reconstruction grid is chosen such that the full
width of the recorded sinogram fits into a centered circle on this grid for all valug<tiudt are
compared. This requires the adequate continuation of the sinogram data by filling it up with zeros
(zero padding) in thé direction to fully cover the reconstruction grid with sinogram data. The
center of rotation is placed in the center of the reconstruction grid. The spatial resolution of the
reconstruction grid is chosen to be equal to the spatial resolution of the sinogram data.

It should be noted that, for the calculation of the metfgs andQ,y, in principle the integral
over an infinite and continuous reconstruction grid has to be performed. In the numerical imple-
mentation of the metrics, this integration is calculated on a finite and discrete reconstruction grid.
The study of model systems in Section 5.4 will show that this approximatiorisisat.

5.3.2 Noise suppression

The finite reconstruction grid can cause periodic oscillations of the metrics as a function of
To suppress thisfect, which occurs for noisy data sets, two approaches are taken. The sinograms
are averaged over a couple of slices, and they are convoluted with a Gaussian filter function. Aver-
aging is performed over,, = 20 adjacent sinograms for the tomography data presented in Section
5.4. Since the position of the center of rotation in the projections is fixed and due to the linearity
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of the Radon transform, the reconstruction of the projection average is equal to the average of
the individual reconstructions. A significant reduction of the noise level in the reconstruction can
thereby be reached. Convoluting the sinograms with a digital Gaussian filter with a sigma value of
o =1 and normalized to unity further reduces the noise. The convolution of the projections is per-
formed for each projection angle using a one-dimensional Gaussian filter. Gaussian filtering of the
projections is equivalent to the convolution tfx, y) with a two-dimensional Gaussian function

of the same sigma value. The Gauss convoluted projections result in reconstructions of reduced
sharpness and reduced noise level. The consistency of the projection data is not influenced by the
averaging of sinograms nor by the Gaussian filtering.

The drawback of sinogram averaging and Gaussian filtering is that structures smaller than the
number of averaged sinogramg, or the sigma parameter of the convolutierare suppressed. A
gain in performance can be expected as longagndo are small compared with the structure
sizes in the reconstruction.

5.3.3 lterative optimization

The optimum position of the center of rotation is found by minimization of any of the metrics
Qne, Qia, Qin, andQy with respect to the center of rotatidnused in the reconstruction. Let
Q(f;) be the metric value, which has been calculated for the center of rofaffofihe absolute
minimum of the metricQ(f;) has to be found. This is complicated by the fact that the metrics
Q(f;) may exhibit local minima in addition to the global minimum that is being searched for.
One could calculaté(t;) for a wide range of; values at high resolution to determine the global
minimum. This is, however, computationally expensive and not a practical approach. We therefore
make use of an iterative multi-resolution minimum search, which reduces the number of required
calculations and stabilizes the convergence towards the optimum value of

A demonstration of the steps of the iterative scoring procedure is presented as Appendix F. The
iterative optimization is performed as follows: The sinogram resolution is reduced by reducing the
size of the sinogram in the direction tf keeping its original size id. The reduction factor
(binning factor) isb = 2%, with k > 1 as an integer number. In each iteration the minimui@@)
is found at a resolution af; = b and used as the center valilefor the next iteration step. The
metric Q(f) is being calculated at the five positioias: {t0 — 26, t0 — 6, t0, t0 + 6, t° + 26;}. When
the resolutions; = 1 is reached, the procedure continues reducing the resolutiprds; = 2X,
with k < 1 an integer value, but keeping the reduction fabtter 1, i.e., using the sinogram in its
original size.

The multi-resolution approach has several advantages: 1. The global minimum can be found
from a reduced number of reconstructions. 2. The risk of converging towards a local minimum,

°Note that the metric€,a, Qin, andQy are calculated from the reconstructiof(x,yj), while the metricQuc is
calculated from mirror projections usirigas the position of the mirror axis.
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Table 5.1: Definition of the model systems from ellipdes

Model system X0, Yo) A B o' u g

A: Circle (04,0.1) 01 01 0.0 10.0 0.0
B: Gradient ellipse (©@,0.0) 0.8 0.45 10.0 1.25 0.5
C: Multicircle 300 positions 0.02 0.02 0.0 5.0 0.0

D: Circle plugminus  (08,0.0)/(0.3,01) 0.1 0.1 0.0 10010.0 0.0

Iposition o, Yo) and lengthed\, B are given in relative units, the anglds given in degree.

which is not a global minimum, is reduced. 3. The reduction of the sinograms results in consistent
sinograms of highly reduced noise level and thereby stabilizes the procedure. 4. The reconstruc-
tions can be performed much faster for the sinograms of reduced size.

5.4 Application and comparison of methods

5.4.1 Application to model systems

The capability of the methods described above for detecting the center of rotation was studied
using the projection data of model systems (phantoms) avihiori known center of rotation.

The four model systems (defined in Table 5.1) are constructed of ellipses for which the sino-
gram can be calculated directly as described in Appendix E. The ellipses are fully described by
their center pointXp, yo), the axis parameter, B, the rotation angler, and the attenuation co-
efficientu inside the ellipse. In this work the ellipse definition given by Kak and Slaney [93] was
extended to allow for a gradient on the ellipse. The calculation of the projection data for the el-
lipse with gradient is presented as Appendix E. The gradient is specified by the pargsetgr
that the attenuation changes linearly from-(3) 1 to (1 + g) u along the axis described by the
axis parametef. This allows for the creation of model systems containing a continuous range of
attenuation co@cients.

The sinograms of the model systems and their optimum reconstructions are shown in Figure
5.6. The sinograms have been calculated for 111 projection bins and 100 angular positions, with
the center of rotation located tat= 50. The center of rotation does not correspond to the center of
the projection (here at= 55), which represents a realistic measurement condition. The size of the
objects in the sinograms used here is given by multiplying the value in relative units by 50. The
attenuation co@cient per pixel in the reconstruction is obtained by dividing the value in Table 5.1
by 50.

The metricsQa, Qin, andQn were calculated for the model systems for centers of rotation
t; with resolution of 0.1 bin in the intervat[— 3,t, + 3]. The results are plotted in Figure 5.7.
All three metrics exhibit a global minimum at the true center of rotation, as it is desired in the
case of ideal sinogram data. Applying the iterative optimization described in Section 5.3, we have
determined the center of rotation further down to 0.01 bin resolution for the three metrics and for
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(A) (B

Figure 5.6: Sinogramspy (t;) of the four model systems defined in Table Sdp) and their reconstructions
(botton). Model system: (A) circle, (B) ellipse with gradient, (C) small circles, and (D) two circles of
opposite attenuation ciient. The sinograms have been calculated for 111 projectiontpirsd 100
projection angleg;, equally stepped over the interval [f). The color scale shows the attenuation in the
sinogram linearly ranging from -2.2 ta2.2. The reconstructions have been calculated on 120 grid.

The color scale in the reconstructions has been adapted to the individual systems. In the sinograms, the
center of rotation is located five pixels to the left of the sinogram center. In the reconstructions, the center
of rotation corresponds to the center of the reconstruction.
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Figure 5.7: Value of the image metrics plotted as a function of the center of rotdtifor the model
systems A, B, C, and D. Itis plotted: (&a—1, (b) Qin, and (¢)Qu. The calculation was performed afl0

bin resolution around the true center of rotatiofy at 50.00. For model system D, which contains negative
attenuation values, only the meti@y is defined. In all cases a clear minimum is found at the true center
of rotation.
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Table 5.2: Optimum value of; as determined by thefiierent methods for the model systefns.

Image metrié
Model system Center-of-mass Registrafion H IN IA
A 49.90 50.00 50.00 50.00 50.00
B 50.01 50.00 50.00 50.00 50.00
C 49.98 50.00 4997 50.01 50.00
D¢ —d 50.00 50.01 - -
A + noise 48.57 50.12 50.05 50.04 50.03
B + noise 49.71 50.23 50.00 50.03 50.01
C + noise 49.76 49.97 49.98 50.01 49.99
D + nois¢ - 49.95 49.98 - -
A + gradient 60.95 50.00 50.01 50.01 50.00
B + gradient 52.54 49.92 49.97 49.98 49.98
C + gradient 51.89 50.00 49.98 50.01 50.00
D + gradient - 50.00 50.00 - -

aThe true center of rotation is t= 50.00.

bUsing the iterative optimization procedure down to resolusioa 0.01 bin.

®Model system with total mass, = 0 and containing negative attenuation values.
d_Indicates method is undefined for this model system.

the image registration method. The determinedhlues are shown in the upper part of Table 5.2
together with the values obtained by the center-of-mass method. No results are given for model
system D and the methods based on image me@jgsand Qn, since these metrics have been
defined for positive function$(x,y) > 0 only. For the ideal sinogram data, all methods return
goodt; estimates. The largest deviation from the center of rotation of 0.1 bin is found for the
center-of-mass method for system A. Image registration and the presented image-metric-based
methods return the result with a maximum deviation of 0.03 bin, which is found for the histogram
entropy based metriQy.

Recorded tomographic projections contain noise (compare Sections 2.5.2 and 3.3.2). Addi-
tionally, modulations can be present on the recorded projections, which are caused by a change of
the beam profile during the measurement. The influence of these two measurement errors on the
determination of the center of rotation is demonstrated by adding simulated error projections to
the ideal projection data:

1. Noiseof Gaussian distribution with standard deviationogf = 0.1. For comparsion, the
maximum projected attenuation dBeient isp = 2 in the sinograms.

3The noise leveb, = 0.1 of the sinogram with samplinly; = 111 andN, = 100 causes the same noise level in
the reconstruction as it would be obtained for our standard reconstruction with sampling pardnetet§36 and
Ny = 720 for a noise level af-, = 0.0175 [according to Equation (3.33)]. The latter valuergfcorresponds (without
averaging of sinograms) to an average photon coukiNpf= 1/o-f, ~ 3000 in the projection images, which is lower
than in our typical measurements. Thus, the assumed noisevigvel0.1 for the small sinograms is a realistic value
for judging the influence of noise when the metrics are applied to single slices of measured data.
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Figure 5.8: Ideal sinogram of sample system A in Figure 5.6 and the same sinogram corrupted by noise
and random gradient$of). The bottom line of the sinograms is plottdab(ton).

2. Random gradientfor parameters;, p, randomly chosen for each angular projection be-
tween -0.2 and 0.2, varying linearly from to p, over the 111 projection bins (as shown in
Figure 5.8).

Figure 5.8 shows the ideal and the corrupted projections of model system A.

The iterative optimization has again been used to determine the center of rotation down to 0.01
bin resolution as before. The results are shown in Table 5.2 together with the values obtained by
the other methods.

The t; estimates become significantly worse for the data with noise. The center-of-mass
method returns & estimate that deviates by more than 1.4 bins for systemofse and by more
than 0.2 bin for systems-Bioise and @noise. Image registration shows the largest deviation of
0.23 bin for system Bnoise, which contains only little high frequency components in the projec-
tions and is, therefore, filicult to align by image registration. The maximum deviation found for
the presented image-metric-based methods is 0.05 bin for the projections with noise. Achievable
resolution of this order was recently was confirmed recently and published by Detredtf60].

The projections with random gradients cause drastic deviations &f éséimates obtained by
the center-of-mass method. This is due to the systematic error introduced by the gradient. Image
registration shows a deviation only for projection B. However, it must be expected that the results
obtained by image registration strongly depend on the particular form of the random gradients,
since the method uses the data of only two projection angles. The presented image metric-based-
methods return results of only 0.03 bin deviation at maximum.
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Figure 5.9: Reconstruction of sinograms recorded at HASYLAB beamlines BW2 and W2 with projection
width of 1536 bins at 720 projection angles at HASYLAB beamlines BW2 and W2. (a) Root-bone interface
of a monkey tooth (canine) [35], (b) soil aggregate [118], (c) polymer foam [46], (d) bone sample with
titanium implant [19]. The samples in (c) and (d) have been recorded under non-optimum conditions, i.e.,
under low x-ray absorption in (c) and with strong absorption caused by the implant in (d). The minimum
and maximum attenuation cieient per edge length of a pixel and the edge length of a pixel are given in
the table.

5.4.2 Application to tomography data

The performance of the flerent methods is compared here for the sinograms of four represen-
tative samples. The data were measured at the synchrotron radiation laboratory HASYLAB at the
Deutsches Elektronen-Synchrotron DESY at beamlines W2 and BW2. With the microtomography
setup projections of 1536 bins width were recorded at 721 angular positions using thellE36
pixel CCD detector. Reconstructed slices of the data are shown in Figure 5.9.
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Figure 5.10: Value of the image metriQy plotted as a function of the center of rotatifnat 0.1 bin
resolution for the four sample systems (a)—(d) from Figure 5.9. Me®jgsand Q;y return qualitatively
the same results (not shown).

Samples a and b [Figures 5.9(a) and (b)] could be studied at an optimal absorpfitcierte
of around or belowp ~ 2 in the projections (compare Section C.3). Samples ¢ and d [Figures
5.9(c) and (d)] were recorded under non-optimum conditions. Sample ¢ has been recorded with
absorption op < 0.2, and, therefore, displays a high degree of noise. Sample d contains a strongly
absorbing titanium implant. Here the projected attenuatioffficient was as high ag ~ 3.5 in
parts of the projections.

The metricsQa, Qin, andQy were calculated as a function Hfover a range of six bins
at a resolution of A bin around a rougly estimate. The result obtained for the three metrics
is qualitatively identical and therefore only presented for the m&yrican Figure 5.10. Unique
minima are found for the metric values of all four samples at individual positions around the center
of the projection, which is located at the position 1536 767.5.

Table 5.3 lists the, estimates found according to the minima in the plots of Figure 5.10 and
the results found by image registration and by the center-of-mass methat lzinGesolution.
Image registration was performed using the two-dimensional subregions of the projection images
recorded at = 0 and® = &, which correspond to the,, averaged slices. The result obtained by
human scoring is given together with an estimated precisidn of which an improvement of the
reconstruction could be noticed. Since no true center of rotation is known for the measured data
sets, we compare the automatically determined values with the results obtained by human scoring.
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Table 5.3: Optimum value off; as determined by the fiiérent methods for the sample systems
shown in Figure 5.9.

Image metri€
Sample Human scorer Center-of-mass RegistrationH IN 1A
a 7449+ 0.1 747.6 744.3 745.1 7451 745.1
b 7812+ 0.1 780.2 781.2 781.3 781.3 781.3
c 7669 + 0.2 764.6 766.7 766.9 766.8 766.9
d 7632+ 0.1 765.1 763.1 763.1 763.1 763.1

aUsing the iterative optimization procedure down to resolusioa 0.1 bin.
bAccording to the minima in the data of Figure 5.10.

The result obtained by the center-of-mass method deviates significantly from the human-scorer
result by more than one bin for all samples. The result of image registration agrees well with
human scoring for samples b, ¢, and d bdfedis by 0.6 bin for sample a. The image metric based
methods give results that are correct within the range of the estimated error, except for sample a,
where a slightly bigger 0.2 bin deviation is observed.

5.5 Discussion and outlook

By minimization of any of the presented image met@s, Qin, andQy using the presented
iterative minimum search, the position of the center of rotation can be determined from measured
sinogram data uniquely and at well below one bin resolution. All projections of the tomographic
scan contribute to the reconstruction and influence the image metric values. The scoring of recon-
structions is therefore less sensitive to fluctuations in the projections than the image registration
method, which has the disadvantage of relying on only two of the recorded projections. Using
image registration, a single corrupted image can thus degrade the obtained result drastically. (This
could be circumvented by the recording of a larger number of redundant projections, e.g., by the
recording of projections over an angular range of 2 the additional measurement time is ac-
ceptable). The center-of-mass method was shown to be very sensitive to noise and fluctuations. It
fails to determine the center of rotation at the required subbin precision when applied to typical
measurement data.

The presented metrid3;y andQ,a can be applied to data of positive attenuationfiioent
and return precisg estimates. It seems more natural to use the mé&yig since it includes
all points of the reconstruction grid equally, whereas the m&yiconly includes information of
the negative values of the reconstruction. The m&yavas introduced by presenting plausibility
arguments. It was shown to return predisestimates as well and is not limited in its application to
data of positive attenuation cieients. For data with positive attenuation fia@ent, we suggest
use of the metri®Q,a.
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The image metri€,a is now routinely applied in our reconstruction process for the determi-
nation of the center of rotation. It has been converging at the requested precision (0.05 bin) in all
cases, where the sinogram data was consistent, i.e., free of systematic measurement errors. In fact,
whenever the algorithm aborted before the final resolution of 0.05 bin was reached, inconsisten-
cies in the recorded projections could be identified. The method does not help to reconstruct these
data, but at least gives an indication that the projections are not self-consistent. Inconsistencies
can be caused by, e.g., bad reference images, a morphometric change of the sample during the
measurement, or a wrong angular position of recorded projections. During the latest measure-
ment period at HASYLAB beamline BW2 (March 2006, beamtime ‘desy2006a’), the method was
successfully applied for the automated determination of the center of rotation of all 59 recorded
scans. In the two cases, where the algorithm aborted before reaching the final iteration step (at
0.05 pixel resolution), inconsistencies in the recorded projection data were found; in one case,
sample motion had occurred during the measurement, in another case, the sample had partly left
the detector’s field of view. In the latter case, a center of reconstruction could be found by use of
the histogram based metr@y.

The computational costs of the image metrics are of practical importance. The number of
operations required for the calculation of metri@ga andQ,y directly scales with the number of
image pixels in the reconstructed slices. The calculation is thus much faster than the calculation
of metric Qy, which requires a sorting operation. All three metrics are, however, computationally
less expensive than the reconstruction process, for which the computational cost was given in
Section 3.2.4. The speed of the algorithm is therefore limited by the speed of the reconstruction.

The presented method is readily applicable to any type of tomographic data recorded in parallel-
beam geometry. Furthermore, the image metrics should be useful for the detection of the position
of the rotation axis for tomography data recorded in fan-beam geometry. In contrast to the simple
parallel-beam situation considered in this work, the reconstruction of this data requires more than
one input parameter to describe the relative positions of source point, rotation axis, and detector.
A multidimensional minimum search could be implemented to return the optimum values of these
parameters.

The presented image metrics are, in principle, also applicable to tomography data with image-
to-image variations of the center of rotation, i.e., when an individual center of rotatifymrmust
be found for each projection. The number of free parameters is then equal to the number of
projections and an iterative optimization scheme as applied by MeGale[103] can be used to
perform the multi-dimensional minimum search in this case.

The visual inspection step in the scoring of test reconstructions can be reliably replaced by the
presented iterative procedure. Without the need of visual inspection, the reconstruction process
can be fully automated. This accelerates data evaluation and allow researchers to work more
efficiently, especially with the new high-throughput microtomography setups.
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5.6 Summary

A stable and objective method for the determination of the center of rotation from sinogram
data with sub-pixel resolution was developed and implemented. The stability of the method was
tested in the presence of noise and gradients in the projections. In order to have a realistic model
system (phantom) for the test, the well known ellipse phantom was extended to an ellipse phan-
tom with gradient that has an continuously varying attenuation value. The developed method is
readily applicable to any type of tomographic data recorded in parallel-beam geometry and is now
routinely applied in our data-processing chain for the determination of the center of rotation with
0.05 pixel resolution. The visual inspection step in the scoring of test reconstructions was re-
placed by introduction of the presented iterative procedure. Hereby the complete automation of
the reconstruction process was achieved.
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Chapter 6

Microtomography studies

This chapter presents four selectedu8R studies carried out during this work. Moreover,
these studies are used to demonstrate the improvements made for quantitali/e BBasure-
ments. The first two examples in Sections 6.1 and 6.2 show the influence of detector blur on the
reconstruction and how it can be removed, the example in Section 6.3 discusses the influence of
the reconstruction algorithm on the measured attenuation value. The last example in Section 6.4
presents the development of analysis tools for samples (fiberboard) recorded at the spatial resolu-
tion limit of the SR/CT apparatus.

6.1 Material flow in friction stir welding

6.1.1 Introduction

The material flow in friction stir welding has been investigated using@GR The results
of this study are presented in this section. Furthermore, reconstruction artifacts around strongly

Figure 6.1: Schematic diagram of the friction stir welding process when joining two metal sheets. The two
abutting workpieces are joined by the rotating tool that comprises of pin (lower part) and shoulder (upper
part). Travel direction, rotation direction, and down force are indicated by arrows.
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absorbing sample parts are explained by a simulation that includefi¢loead the detector’s point
spread function. The photon energy for optimal measurements is discussed.

The friction stir welding (FSW) process was developed and patented by The Welding Institute
(TWI) of Cambridge, England. See Thonetsal.[144]. A schematic diagram of the FSW process
is shown in Figure 6.1. The process essentially relies on frictional heating and plastic deformation
of the workpieces brought about by the interaction of the workpieces with a hon-consumable and
rotating tool consisting of a shoulder and a pin. The tool is plunged into and then traversed along
the join line between, typically, two abutting workpieces. The frictional heat that is induced by tool
rotation and tool travel causes the material in the immediate vicinity of the tool to soften, flow, and
mix. At the rear of the pin, the transported material cools and consolidates to form the weld. The
shape of the welding tool and its interaction with the base material, i.e., process parameters such as
down force, travel and rotational speed, influence the structure and the integrity of the weld. The
process is unsymmetric with respect to the two workpieces because of the given directions of travel
and rotation. The side of the workpieces having the same rotation and travel direction is termed the
advancing side (also: shear side), while the side where travel direction and rotation are opposite
is termed the retreating side (also: flow side). Geometric and microstructéiededices within
the join zone for both sides of a friction stir welded joint are generally observed. In comparison
to FSW conventional fusion welding melts the base material during the welding process. This can
lead to brittle solidification products and porosity in fusion welds. Thé&ets can be strongly
reduced in FSW, since no bulk melting occurs. This is especially advantageous for the welding of
highly alloyed aluminum often used in the aerospace industries.

As with fusion welding, there occur changes in the materials microstructure during friction
stir welding. In addition there occur volumetric changes due to material transport. These changes
determine the quality of the resulting weld. Hence, it is of fundamental importance to not only
investigate the materials microstructure using common probes (micro-hardness measurements,
strain and stress measurements, and macrographs) but also to understand join zone formation
during welding, which depends on local temperatures and forces as well as on the material flow.

The study of material flow in the FSW process is an active field of research. Teoeait
but complementary approaches are generally taken, these being process modeling and experi-
mental flow visualization. For an overview on the activities in FSW modeling, see the publi-
cation by Colegrove and Shei€l{37] and the references therein. Experimental studies have
examined the material flow in FSW by tracking the flow of embedded tracer materials through
sectioning, conventional radiography or x-ray tomography, or by examining the material distri-
bution after welding dissimilar materials. References were reviewed by Fendia[62] and
Guerraet al.[71].

Note that sectioning techniques (as the production of macrographs) are time-consuming and
destructive methods that can introduce artifacts and, typically, only provide limited resolution
in the sectioning direction. X-ray (attenuation contrast) tomography cannot reveal the mater-
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Figure 6.2: (a) Four FSW samples that were produced using the stop-action technique. The pin was partly
removed by discharge machining. (b) Joining tool pin of type B (conical threaded). (c) Joining tool pin of
type C (conical threaded with three flats). The pin diameter is 5mm.

ial’'s microstructure but provides three-dimensional information with high-resolution in a fast and
non-destructive manner. This allows to obtain complementary information, when at first micro-
tomography is performed with the FSW sample before the sample is destroyed during, e.g., the
preparation of macrographs.

In this study SRCT was applied for the three-dimensional visualization of material flow in
friction stir welding of similar alloys of type 2024-T351. Titanium powder was implanted into
aluminum sheets as a contrast-giving marker material prior to welding. The marker distribu-
tion during welding (by use of the stop-action technique) and after welding was recorded three-
dimensionally using SRCT and compared with macrographs that were subsequently prepared
from the same samples.

The SRCT study on material flow is part of a larger study investigating the influence of
FSW tool geometry and welding parameters on the FSW process. Results of this study, including
results from SRCT, temperature measurements, tensile tests, micro hardness measurements, and
the evaluation of macrographs, have already been published by Zdtde[163], [164], [165],
and by Donatlet al.[47].

6.1.2 Sample preparation

Welding was performed on 4 mm thick sheets of 2024-T351, where each specimen mea-
sured 110x 400 mm (widthx length). All welds were produced as butt welds at the GKSS-
Forschungszentrum using a Tricept TR 805 robot. A titanium powder measuring 3@m 90
in diameter was placed in slots milled into the aluminum sheets. Following a first series of ex-
periments to optimize weld parameters, a second series of 2024-T351 samples was prepared for
microtomographic examination. Here, the titanium powder was implanted into the top surface



92 CHAPTER 6. MICROTOMOGRAPHY STUDIES

Table 6.1: Scan parameters for FSW measurements. Hegethe optical magnificatiory, is the
effective pixel sizea, g is the spatial resolution. Unchanged parameters are not repeated.

Energy T ajo
Beamtimg¢scanname Beamline [keV]  Mode m urh]  [um]

desy2003mkss03a,b W2 (old HARWI) 45 180deg 0.98 9.18 16.1
desy2003akss04a,b

desy2003mkss05a,b

desy2003akss06a..
desy2003mkss07a..
desy2003akss08a..
desy2003akss09a..

0.87 10.34 18.9

(PR eRNeoRoN

desy2003gkss03a..
desy2003fgkss04a..
desy2003fykss05a..
desy2003gkss06a..
desy2003fgkss07a..
desy2003gkss08a..
desy2003fgkss09a..

W2 (old HARWI) 45 180deg 0.87 10.34 16.0

60 180deg 0.87 10.34 19.7

0O 000000

desy20054kss03a..8i W2 (new HARWI) 82 360deg 1.357 6.63 15.77
desy2005g5kss04a.t W2 (new HARWI) 13.26
— desy2005@kss09c

a8Recorded with on-chip binning, factor= 2.
bAluminum alloy 6013-T6, data not shown here.

of the workpieces, 1.5 mm away from the join line in the upper half of the workpieces. A small
quantity of the marker material was placed into each slot that was, thereafter, closed by insertion
of a plug prepared from the same 2024-T351 aluminum alloy. The dimensions of the slots were
10 mm in the direction of welding, 2.5 mm into each workpiece, i.e., transverse to the direction of
welding, and about 1.25 mm in height.

Friction stir butt welds were produced from the such prepared sheets with a weld speed of
200 mmimin and rotational speed of 800 rpm using twéelient welding tools. The welding tools
comprised of a concave shoulder (type 1) in conjunction with a welding pin of either type B or C
shown in Figures 6.2(b) and (c). The corresponding/sbaiulder combinations will be referred
to as tool 1B and tool 1C in the following. Welds produced with and without embedded marker
material were compared visually by their macrographs. Only smfi#rénces were observed,
while the general shape and characteristics of the weld structures were unchanged for all applied
tool and weld parameter combinations. Therefore, the use of titanium powder as marker material
is believed to have little influence on the welding process.

In the first SRCT scans samples were investigated after welding had been completed. For
the following scans a stop-action technique was employed to halt and capture the welding pin,
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Figure 6.3: (a) Tomographic reconstruction and (b) macrograph showing the same cross section of a FSW
sample prepared by the stop-action technique. The same features of titanium marker and pin remains are
visible in both images, while microstructure is only visible in the macrograph. The black arrows point
towards a corresponding streak of marker material. The grid (red) has been overlayed for better orientation.

while still in contact with the embedded marker material. A small section of the weld of about
10 x 10 mm that included the welding tool pin was removed from each sample and examined by
SRuCT. Four samples are shown in Figure 6.2(a).

6.1.3 Measurement and reconstruction

In total, 14 FSW samples were studied comprising a total of 73C3Rscans. Most of the
scans were part of stacked measurement with 2, 3, or 4 heights. The 4-height scans resulted
in a total reconstructed volume of about 2616 x 10 mm. The full samples measured about
10x 10 x 4mm in size and were investigated in an upright position, i.e., with the sample plane
parallel to the tomographic axis. Hereby, the maximum extension of the sample and the maximum
projected attenuation value were reduced. The here presented measurements were carried out at
beamline W2 (old HARWI) described in Section 2.1.2. Table 6.1 gives an overview of the recorded
data and the scan parameters.

First scans were recorded at photon energies of 45 keV (after welding, without welding pin)
and at the maximum available photon energy of 60 keV (using the stop-action technique, with
welding pin). The x-ray energy of 60 keV was nofistient to penetrate the steel pin. Therefore,
tomographic reconstructions could be obtained only from the regions above and below the pin.
In order to decrease the projected attenuation value in further examinations, the pin was removed
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from the immediate weld zone by spark erosion. Small parts of the pin that could not be removed
without the risk of damaging the sample remained inside the sample.

The measurements were recently continued at the redesigned W2 beamline (new HARWI) for
the same type of marker-implanted FSW samples of a 6013-T6 aluminum alloy (see Poalkath
[48]) at 82 keV photon energy. At this higher energy the reduced absorption of the welding pin
allowed for the measurement of samples with the pin remaining inside the sampleftfddieoé
the higher photon energy on the image contrast will be discussed below.

Tomographic reconstruction was performed using the “BKFIL” algorithm of the RECLBL
library. All here presented measurements were carried out in 2003. At this time the luminescent
screen of the x-ray camera carried no backing layer and the center of rotation was still determined
manually. For the later conducted simulations the method for the determination of the center of
rotation described in Chapter 5 was applied using the entropy based @glimvn to a resolution
of 0.05 pixel. The metriQy was used here because of the expected inconsistency of the sinogram
data due to the strongly absorbing pin fragments (compare below).

6.1.4 Observed redistribution of Ti-marker

The comparison of macrographs with the corresponding tomographic slices (see Figure 6.3)
revealed perfect agreement in the visible marker distribution. Thus, it can be concluded that even
fine marker particles can generally be detected in the tomographic reconstruction. The material's
microstructure is only visible in the macrograph that has been prepared under destruction of the
sample after the SECT measurement.

An evaluation of the marker flow patterns (cross sections shown in Figure 6.4) revealed that
the marker material ahead of the welding pin was ruptured well before the pin threads made
contact with it. They also revealed that the titanium powder flowed in the direction of tool rotation
(clockwise). It was also evident that much larger clumps of the marker were to be found in the weld
nugget produced using tool 1C [Figures 6.4(b) and (d)]. By comparison tool 1B [Figures 6.4(a) and
(c)] indicated that the marker was more finely dispersed and distributed throughout both the top
and bottom half of the workpieces. Significanffdiences existed in marker distribution not only
between the FSW tools but also between marker flows for each side of a single friction stir weld.
The major diference was observed for welds produced using tool 1B. Marker initially embedded
on the advancing side of the weld was finely dispersed and deposited at the rear of the tool, again
on the advancing side [Figure 6.4(a)]. Marker embedded on the retreating side, however, could be
seen to be distributed much more coarsely [Figures 6.4(c)]. Large clumps of the marker material
could be seen to form at the rear of the welding tool again on the advancing side of the weld.

It was also observed that the deposition of the marker had been shifted closer towards the
original join line interface between the workpieces, while FSW using welding tool 1C. This dif-
fered from tool 1B where the majority of the marker material deposited at the rear of the welding
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Figure 6.4: Tomographic cross sections from four FSW samples produced using the stop-action technique.
The pin of the welding tool was spark eroded prior to examination. The remaining pin fragments (black),
titanium powder (dark gray), and aluminum (light gray) are visible. Welding was conducted with titanium
powder embedded on the advancing (adv.) and retreating (retr.) side for both tool 1B and tool 1C. The cross
sections are oriented parallel to the tomographic rotation axis and were stacked from four scans each. A
slight variation in photon energy caused by the bent Laue monochromator results in a slight variation of
the attenuation cdicient as a function of height. The large remaining pin fragment in (a) causes artifacts
around the pin.

pin could be seen to be biased towards the advancing side of the weld joint. Vertical displacement
could be as well revealed from the three-dimensional data sets as can be seen in the volume render-
ing in Figure 6.5. The volume data set confirmed, what had been suspected from two-dimensional
micrographs. Tool 1C produced much less vertical displacement of the marker than tool 1B.
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Figure 6.5: 3D rendering of the Ti marker distribution in an FSW sample prepared by the stop-action
technique. (a) Top view with pin travel direction from top to bottom of the image and clockwise pin
rotation. (b) Side view with pin travel direction from right to left. The upper part of the aluminum sheet
(light gray) has been made transparent to allow the view on the redistributed titanium powder (dark gray).
Artifacts are observed at the bottom of the weld in the vicinity of pin fragments. [A cross section from the

same sample is shown in Figure 6.4(b)].

010 EGNGE 0.73

attenuation coeff. [1/mm)] 4 mm

Figure 6.6: Cross section through an FSW sample measured at 60 keV. Aluminum (light gray), marker
(dark gray), and remains of the strongly absorbing pin (red) are visible. Strong artifacts along the extension
of the pin fragments and a few ring artifacts are observed.
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6.1.5 Simulation of artifacts

Figure 6.6 shows a reconstructed slice of a friction stir weld measured at 60 keV that displays
artifacts. In close vicinity to the remaining pin fragments, and especially along the directions that
contain a lot of pin material, the reconstructed attenuation is shifted to above or below its true
value. Ti marker can thus not be identified by simple threshold techniques. It will be shown now,
that these artifacts are caused by the high projected attenuation values in combination with the
long tails of the detector’s point spread function (PSF). To investigate the source of the artifacts,
we will compare measured and simulated data.

A typical sinogram of a slice recorded at 60 keV will be the basis for our simulation. In order
to speed up the calculations, the sinogram was binned by a faclbeod in projection width.
For the resulting sinogram shown in Figure 6.7(a), the projection widNy is 1536/b = 384
and the number of projectionsi = 720. The corresponding reconstruction is shown in Figure
6.8(a) and presents a very similar cross section as Figure 6.6. Here the reconstructed attenuation
codficient displays too low values along the direction of extended pin fragments, which cause
a high value of the projected attenuation ffméent p in the sinogram. At the same time the
reconstructed attenuation value is increased in the perpendicular directions. In the vicinity of the
pin the intensity of the artifacts is comparable with the attenuation of the titanium powder, which
inhibits automated segmentation of the titanium powder by threshold selection. Additionally, the
reconstruction of Figure 6.8(a) shows ring artifacts. Ring artifacts are typically caused by spatial
inhomogeneities of the luminescent screen that was not yet coated with a backing layer in these
measurements. They would be strongly suppressed in our ng@BBetup with optically coated
luminescent screens (compare Chapter 4) and we shall not further discuss them here. We rather
attempt to describe thdtect of detector blur with the following simulation.

From the cross section shown in Figure 6.8(a) a simulated slice was generated that is shown in
Figure 6.8(b). The shape of the pin in the simulated slice was based on the real pin and assigned an
attenuation value of 0.93 mith while the aluminum was simulated for simplicity as a rectangular
block with attenuation cdgcient of 0.08 mm!. From the simulated slice, a sinogrgmgm, was
calculated using the Radon transform procedure of the IDL programming language. The simu-
lated sinogram is shown in Figure 6.7(b). The maximum projected attenuation in the simulated
sinogram is Maxfsim) = 5.3, which is far above the desired optimum valuepof 2 (compare
Section 2.5.2). Fop = 5.3 the dynamic in the recorded images given by @xp{ 200 has to be
compared with the detector’'s dynamic range, which is ®B000. Thus, the dynamic range of
the detector still is about a factor of 30 higher than the dynamic in the recorded projection data,
and is thus not the limiting factor in these measurements. Moreover it was found that the pro-
jected attenuation value in the simulated sinogram [Figure 6.7(b)] was locally much higher than in
the measured sinograpmeas[Figure 6.7(a)]. In contrast to the simulated sinogram the measured
sinogram displayed a much lower maximum projected attenuation of pdaxd ~ 3.0. It was
suspected that the lowgrvalues in the measured data are the cause of the observed artifacts in
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(a) Measurement (b) Calculation from model
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Figure 6.7: Sinogram of a FSW sample recorded at 60 keV photon energy: (a) measured, (b) calculated
from the model in Figure 6.8(b). The maximum projected attenuatie3 i@ in the measured sinogram and
~5.3 in the calculated data. The reconstruction of the measured sinogram is shown in Figure 6.8(a).

the reconstruction and that they can be explained by the detector blur. In order to verify this, the
effect of the detector blur was simulated.

From an edge profile measurement that was carried out before the scan, the detector LSF and
MTF were determined as described in Section D.1. The determined LSF shown in Figure 6.9
was then manually approximated by the sum of three Gaussian functions, where each Gaussian
function is described by its integral value and its sigma parameter. In the following, the sum of the
three Gaussians that is used to simulate the detector response will be referred tg.asliit®Egh
LSF; and the measured LSF do not match perfectly, the approximation by Gaussian functions was
used because of the simple relation between the description of Gaussians in real space (slice) and
projection space. More importantly, the description by Gaussian functions enables us to study the
effect of blur over diferent length scales easily, i.e., we can systematically change the influence of
long range contributions to the LSF by reduction of the integral value or removal (integral value
= 0) of the Gaussian functions with large sigma value. The total of all Gaussians must be unity
of course.

LSF; was then used for the calculation of a blurred sinogram. A second functiop W&$
defined to demonstrate théfect of long tail suppression. Both functions LiS&nd LSF, are
plotted in Figure 6.9 that also contains a table with the function parameters. The blurred sinogram
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(a) Measurement (b) Model

(c) Simulation with LSF, (d) Simulation with LSF,
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Figure 6.8: Simulation of artifacts in the tomographic reconstruction of an FSW sample. (a) Reconstruction
of the measured sinogram shown in Figure 6.7. (b) Model of a tomographic slice for simulation consisting
of a pin-like object with attenuation cficient 0.93 mm' and a rectangular, aluminum-like block with
attenuation coicient 0.08 mm?. (c) Reconstruction of the simulated sinogram blurred with 1. &fd (d)
blurred with LSFK. All reconstructions were calculated on a 38884 pixel reconstruction grid using the
“RALA"-type reconstruction algorithm. Ring artifacts visible in the original measurement are not part of
the simulation.
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Figure 6.9: Plot of the measured LSF and L§H.SF, for the simulation of blur. The measured LSF

was determined from an edge profile measurement. Line spread function®h&[ESF, are defined as

the sum of three and two Gaussian functions respectively. The integral value and the sigma parameter for
each Gaussian are given in the table. The width of the smallest Gaussian function,i@eh&GESF, is
approximately equal to the spatial resolution determined from the measured LSF, wajgh=id9.7 um
corresponding to the 10% MTF value.

was calculated by convolution of intensity values (assuming a homogeneous reference image) as

Poluri = — IN[LSF; * exp(psim)] » (6.1)

where psim is the sinogram of the simulated slice, ;3§ either one of the functions LgFor

LSF,, and the symbok designates one-dimensional convolution. Convolution of the projection
data according to Equation (6.1) was performed for each projection angle. Use of the LSF for
the description of blur in the reconstruction implies the assumption that the sample structure is
independent of the direction (compare Section 3.3.1), which is only approximately the case for
our sample, and that the beam profile is flat. The simulation may tlfigs iftom the measurement.

Figure 6.8(c) shows the reconstruction obtained for the sinogram blurred with LBfe
visible artifacts resemble the artifacts of the real reconstruction in Figure 6.8(a), i.e., the real and
the simulated reconstruction are qualitatively identical. Exact quantitative agreement could not
be achieved but this was neither expected, due to the above made approximations. However,
the comparison of measured and simulated reconstruction confirms that blur introduced by the
detector PSF is the most probable cause of the observed artifacts.

The removal of long tails of the PSF has been simulated by the line spread function LSF
shown in Figure 6.9. For LSkthe broadest component of LERkas been removed and the relative
intensities of the remaining components changed to give a sharper LSF. Figure 6.8(d) shows the
reconstruction of the simulated sinogram blurred with L.SFhe reconstruction shows almost no
relevant artifacts. Weak streaks are observed here only along edges, i.e., along those directions,
for which the projection shows high gradients.
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Table 6.2: Attenuation co#icients of iron (Fe), titanium (Ti), and aluminum (Al).

Attenuation co#éicienf u

Photon energyn [1/mm]
[keV] Fe Ti Al
45 2.009 0.711 0.118
60 0.925 0.342 0.074
82 0.436 0.175 0.053

aCalculated from the tables of Plechatyal.[119].

Convolution with the detector PSF makes a non-lindgkerat for the measured data (compare
Section 2.5.1), which can be seen from the average mass of all projegijagigen by Equation
(5.14). When compared with the average m@gsim of the simulated sinograrpsim the convo-
luted sinogrampiur.1 and ppiur2 €xhibit a value ofimp that is 93.3%Mg sim and 99.64%Mg sim
respectively. Thus convolution with L$makes a strongly non-lineaffect, whereas convolution
with LSk, that does not contain long tails, results in almost no chang® of

6.1.6 Optimal contrast-to-noise ratio

Selection of a higher photon energy reduces the attenuation value and avoids the previously
described artifacts but also decreases the contrast in the measurement. The expected contrast-
to-noise ratio for measurements at thé&eatent applied energies can easily be estimated. The
attenuation ca@cients of aluminum alloy, titanium marker, and pin is approximately given by
the attenuation cdicients of aluminum, titanium, and iron given in Table 6.2 for the applied
photon energies. The noise leve) in each pixel of the reconstruction is approximately given
by Equations (3.30) and (3.31). For sampling distance 10.34um, number of projections
Ny = 720, and average count ¢N) = 8.000 x-ray photons in each pixel, we obtaiy =
0.025 mnT! independent of photon energy. The assumption that was made here for the average
photon countN), corresponds to the situation of an optimally exposed reference image recorded
with our camera and a projected attenuation valug ©f2 (~10% transmission). We are primarily
interested in the contrast between titanium and aluminum that can be described by the contrast-to-
noise ratio (CNR) as

CNR = HTIZHAL (6.2)
Ou

with the attenuation cdcientsuri anduai. At photon energyEp, = 60keV the contrast-to-

noise ratio becomes @42 - 0.074)/0.025 = 10.7, while at 82 keV, the contrast-to-noise ratio
becomes (75— 0.053)/0.025 = 4.88. Note that we assumed the same projected attenuation
value ofp = 2 (~10% transmission) for both energies, which requires that the pin is almost entirely
removed from the sample for the measurement at 60 keV, while it may remain inside the sample
for the measurement at 82 keV. In this case, the calculated contrast-to-noise ratio is lower by about
a factor of two for the measurement at photon energy 82 keV. Hence, with respect to contrast,
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it is desirable to perform the measurement at the lower 62 keV photon energy. However, even at
82 keV a contrast-to-noise ratio of five is obtained. This CNR should fieigunt for visualization

of the titanium particles, even when the image of the finest titanium particles (diameier) 39

blurred by the detector point spread function (resoluéigi~ 20um) in three dimensions. Thus,
since measurements at 82 keV photon energy proviflicsunt contrast and can be performed
with pin remains inside the sample, this higher photon energy is desirable for our measurements.
Partial removal of the pin should however still be considered, since it will reduce the noise in
the reconstruction.

6.1.7 Summary

The flow and redistribution of a Ti-powder marker material embedded in friction stir welded
2024-T351 alloy has been investigated in relation to variations in tool pin geometry by means
of SRuCT and standard metallographic techniques. To the best our knowledge, for the first time
a fine-powdered marker material inside friction stir welds has been visualized @ TSRrom
the investigation important insights into the material flow in FSW of similar aluminum alloys
could be gained. A comparison of the marker flow and distribution between the two tool types
1B and 1C clearly indicated thatftBrences exist between the marker flows from each side of the
workpiece and that marker flow was generally much more homogeneous in nature for the tool of
type 1C. Vertical transport of marker material was also found. For the three-dimensional mapping
of marker particles SIRCT has proven to be areliable, non-destructive method that provides higher
resolution and requires less time than metallographic sectioning techniques.

A simulation was presented that qualitatively reproduced the artifacts observed in the recon-
structions. Hereby, the origin of the artifacts could be explained as the comlitieetiad a high
projected attenuation cfitcient caused by remains of the welding pin and the long-range contri-
butions of the detector PSF. As was shown, the reduction of long-range contributions to the PSF or
the measurement at higher photon energies avoid these artifacts. The discussion on the contrast-
to-noise ratio showed that an increase of the photon energy to 82 keV is favorable for this type of
FSW sample. This was confirmed by first measurements at GKSS-operated beamline W2 (new
HARWI), which can provide this energy, and which is available for measurements since this year.

The SRCT study on the material flow in FSW is being continued at beamline W2 (new
HARWI) for the further investigation of the influence of the welding tool and the welding parame-
ters on the welding process. Furthermore, investigations were recently started for two similar
joining techniques that are being developed at the GKSS-Research Center: ‘friction riveting’ and
‘hybrid friction diffusion bonding’ (HFDB). The first measurement of a friction rivet was recently
presented by Beckmaret al. [17].
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6.2 Density of cortical bone

6.2.1 Introduction

The contrast obtained between bone and soft tissue makes x-rays an ideal probe for biomedical
research. Bone mass measurements (or bone mineral density measurements), which are typically
based on conventional x-ray radiography or CT data, are mostly applied for the diagnosis of os-
teoporosis and for research on this common disease. However, quantitative CT measurements are
also important to relate bone density values to mechanical propertigagss and strength), in
case one wants to build finite element models with the correct input for the material properties.

Assuming a certain mass attenuationfogent («/p) for bone, the measured x-ray attenuation
codficientsu can be directly converted into a value for the bone depsifor a deeper discussion,
see the description of the radiographic determination of mineral content by Etlaitf54]. The
high degree of monochromaticity in x-ray beams available at synchrotron radiation sources enables
the precise determination of the attenuationfioent and, thus, the precise determination of the
bone density in SRCT as was, e.g., presented by Nuet@l.[117]. However, blur introduced by
the detector limits this capability. The influence of detector blur is discussed here for the example
of a cortical bone measurement. The suppression of blur by application of the backing layer
(presented in Chapter 4) and by deconvolution of the detector PSF is demonstrated. Furthermore,
the reduction of ring artifacts after application of the backing layer is shown.

The cortical bone sample that is used for demonstration here was examined as part of a larger
study on the remodeling of bone that had been started in 2002. This study aims at the quantitative
evaluation of the remodeling process in osteoporotic cortical bone (human bone) with focus on
examination of the bone structural unit, the osteon, and more specifically its mineralization level.
For the investigation SIRCT measurements were performed on 8 samples from the femur of a
male donor and 4 samples from the femur of a female donor. The osteonal mineralization patterns
in the cortical bone samples (as shown in the rendering of Figure 6.10) were studied and compared
with images obtained by scanning acoustic microscopy (SAM) that can be related to the elastic
constant (Young’s modulus) of the boh&he results of this study have been published by Dalstra
et al.[41] and in the master thesis of Karaj [94].

6.2.2 Measurement and reconstruction

The presented data from the cortical bone of an osteoporotic, female donor were recorded in
2004. In total, four matchstick-like samplesg& 2.5 x 40 mm) were prepared from the proximal
end of the right femur of the donor from the medial, anterior, lateral, and posterior position. The
sample shown here is the posterior sample. All scans were performed at beamline BW2 at 22 keV
photon energy. The scan parameters are given in Table 6.3. The maximum projected attenuation

1The relation between the acoustic impedance and the elastic constant is given in Karaj [94, Eg. (33)].
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Figure 6.10: (a) Longitudinal section of upper human femur from H. Gray, ‘Anatomy of the Human Body’,
1918. The mark shows the approximate location of cortical-bone extraction for the medial sample. (b)
Tomographic reconstruction of the sample volume and (c) rendering of the Haversian canal system.

codficient wasp ~ 2 as required for a measurement with optimum signal-to-noise ratio (compare
Section 3.3.2). Projections were recorded with the x-ray aperture slightly smaller than the field
of view such that the intensity was close to zero in the outer areas of the field of view. Binning
was applied to the recorded images with binning fatter 2 to decrease the noise level in the
reconstructions (compare Section 3.3.4). The resulting binned projections had a viigth 368

pixels. The 55 outer-most pixels on each side of the projections were set to zero after binning
and before reconstruction. This was necessary because of the low intensity in the outer areas of
the field of view, which would result in undefined values of the projected attenuatidficoeret
otherwise. Reconstruction was performed using the “RALA”-type reconstruction algorithm that
was implemented under IDL (see Section 3.2) and produces reconstructions free of DC-shift. The
center of rotation was determined for each scan from the sinogram data with precision of 0.05
pixel, using the method presented in Chapter 5. The calculation of the MTF from an edge profile
measurement was performed before the scan as described in Appendix D.1.

A stacked scan (scans: gkss08a—f in Table 6.3) of the sample affeiredi positions was per-
formed. The luminescent screen was then removed from the apparatus for application of the black
backing. The sample was not translated during this procedure. The luminescent screen was re-
mounted, the camera was focussed and the ‘new’ MTF was recorded. Only about 30 minutes later,
the previous scan was repeated at the same sample position (scan: gkss08g), with the luminescent
screen now covered with lacquer paint under otherwise unchanged conditions. The specific lumi-
nescent screen was referred to as screen CWOL1 in Chapter 4, where the recorded edge profiles
were shown in Figure 4.3. They showed the reduction of the intensity in the long tails of the PSF
and a reduction of the visibility of screen inhomogeneities.



6.2. DENSITY OF CORTICAL BONE 105

Table 6.3: Scan parameters for bone measurements. k@sethe optical magnification, is the
effective pixel sizea, g is the spatial resolution. Unchanged parameters are not repeated.

Energy T ajo
Beamtimg¢scanname Beamline [keV] Mode m uf] [em]
desy2004fykss08a..f BW2 22 180deg 3.36 2.68 4.61
desy2004fgkss08§° 4.64

aReconstructed with binning of recorded images-(2). Effective pixel size in reconstructions is.2
bRepetition of scan gkss08f after application of the backing layer.

6.2.3 Deconvolution of projection data

Deconvolution of the spatial detector response (removal of blur) was tested for the evaluation
of the data set recorded with absorbing backing (scan: gkss08g). The direct deconvolution ap-
proach presented in Section 2.5.3 was applied, which requires that the entire beam profile must
be recorded within the field of view of the x-ray detector, i.e., the intensity should be zero outside
the field of view of the detector. This was experimentally realized by closing the x-ray aperture
to a little less than the extension of the field of view. Hereby, a slight reduction of the usable
detector size was caused that was irrelevant for the examination of the sample in this case. The
one-dimensional MTR() shown in Figure 4.4(e) describes the spatial system response and was
used for deconvolution.

The direct deconvolution was implemented using IDL routines. The deconvolution of images
imnWith M xN pixels were calculated using the fast Fourier transform (FFT) routine. The resulting
FFT(mn) is a complex image in frequency space of diz& N. The measured MTF was assuming
rotational symmetry interpolated to the frequencies that correspond to the positions of the elements
in FFT(imn). The deconvoluted images were calculated by division in frequency space [compare
Equation (2.62)] and inverse fast Fourier transform (F¥ s

(6.3)

FFT(mn)
_ 1 mn
Omn = FFT- {InterpolateZD[MTFW)]} ‘

The deconvolution procedure was applied to the dark image corrected projection imat)es (
and to the averaged reference imagesd) before calculation of the projection images according
to Equation (2.45) [or more precisely Equation (D.4)]. The cyclic behavior of the/EFFTT was
not accounted for in the deconvolution (possible using zero padding) and might produce cross talk
from one to the other side of the image upon deconvolution. However,fibet ®f cross talk
is assumed to be negligible here, since the intensity faflsooalmost zero at the edges of the
images. In principle, the photoresponse of each pixel must be corrected prior to deconvolution,
which can be achieved by normalization with a CCD flat-field image recorded with homogeneous
illumination of the CCD. Because of the very small photoresponse non-uniformity of the CCD in
the x-ray camera 0f1%, this correction could be omitted here.
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6.2.4 Expected attenuation value

The mass attenuation dieient (u/p)bone Of bone at a certain photon energy can be calculated
according to Equations (A.6) and (A.7) if its elemental composition is known. This was done
using the elemental composition of cortical bone given in the ICRU-44 ref@4}. Using the
elemental attenuation cfiients from the tables of Plechatyal.[119], the total mass attenuation
codficient at 22 keV photon energy was calculated @) = 2.99cnf/g. This value agrees
perfectly with the mass attenuation @@eients tabulated by NISY.

As mentioned above, the mass attenuatiorffament (u/p) can be used to convert the mea-
sured x-ray attenuation cfireientu into the bone density. We will not convert our data, since the
determined mass attenuation fiagent relies on unjustified assumptions on the elemental compo-
sition of the bone. However, we can calculate the attenuatiofiicieait that we can expect from
the description of cortical bone in the ICRU-44 report for comparison with our data. At 22 keV,
we obtain for the attenuation c€ienty = ppone(i/0)bone = 0.57 mnT?, where an average bone
density ofopone = 1.920 gem?® (given in the ICRU-44 report) has been assumed.

6.2.5 Results

Figure 6.11 shows a comparison of cross sections from the cortical bone sample that were
recorded first with the untreated luminescent crystal, after application of the black layer, and after
additional deconvolution of the PSF from the projection data. Figures 6.11(a) — (c) show the
reconstructed cross sections. Actually, the reconstructions in the figure were reduced from the
original reconstruction size (700700 pixels) to about the size of the sample (54840 pixels).

All cross sections were recorded on the same central row of the CCD detector. The position of this
line was marked in the measured edge profiles shown in Figures 4.3(a) and (b) of Chapter 4.

A closeup of the reconstructions is shown in Figures 6.11(d) — (f). Several ring artifacts are
visible in the reconstruction of Figure 6.11(d). The two strong ring artifacts on the right half
of the image can be directly attributed to the two (weakly visible) screen inhomogeneities that
were shown in the closeup of Figure 4.3(d). The other less pronounced ring artifacts could not
be related to any features in the edge profiles of Figure 4.3(a), which are probably too weak to be
visible. The equivalent reconstructions obtained after application of the backing layer [closeups in
Figures 6.11(e) and (f)] display no ring artifacts. The position of the luminescent screen may have
been changed slightly upon remounting after application of the backing layer. Since the sample

2Data of the ICRU-44 report can be found online at a website of the National Institute of Standards and Technology
(NIST): http://physics.nist.gov/PhysRefData/XrayMassCoef/cover.html. Table 2 gives the composition
of cortical bone and other human tissues. Table 4 gives the mass attenuatibciesus for a number of photon
energies. The elemental weight fractions for cortical bone are given as: H (0.034), C (0.155), N (0.042), O (0.435), Na
(0.001), Mg (0.002), P (0.103), S (0.003), Ca (0.225).

3(See also the previous footnote). The closest tabulated value is given for photon Epetg0keV as fi/p) =
4.001 cnt/g. This agrees perfectly with our valye/p) = 2.99 cn¥/g for Ey, = 22 keV that was calculated here using
the tables of Plechaty. The two values were compared by the re}aﬁoﬁ;ﬁ given by Equation (A.13).
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Figure 6.11: Comparison of SRCT cross sections from a cortical bone sample that were recorded (a)
with the untreated luminescent crystal, (b) after application of the black layer, and (c) with additional
deconvolution of the PSF from the projection data. The size of the cross sectionsxs5880ixels. (d)

— (f) Closeup from the red rectangle. (g) — (i) Attenuation profile along the green line. (j) — (I) Histogram
over the entire reconstructed slice (70@00 pixels) together with the best fit of a function consisting of

two Gaussians. For each Gaussian, its center and its sigma parameter (in brackets) is given. The red arrow
in the histogram points to the peak caused by the observed non-zero attenuation in the Haversian canals.
The peak is less pronounced with the backing layer and vanishes for the deconvoluted reconstruction.
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remained fixed, all reconstructions show the same slice of the sample, but light generation may
have taken place at a slightlyftérent positions of the luminescent screen in the measurements
carried out with and without backing layer. To ensure that this was not the cause for the vanishing
of the ring artifacts, the adjacent slices were checked. Strong ring artifacts as from the two screen
inhomogeneities under consideration could not be found in any other slice below or above the
slice shown in Figure 6.11(c), and the significant reduction of ring artifacts could be verified for
all slices.

From the closeups of the reconstructions in Figures 6.11(d) — (f) it is observed that the recon-
struction becomes clearer after application of the backing layer and even clearer after the addi-
tional convolution of the data, i.e., blur is reduced. Edges appear pronounced in the deconvoluted
data of Figure 6.11(f), which is visible as a small bright ring of 1 — 2 pixels extension around the
Haversian canals. Thidfect appears like an overcompensation of the PSF by deconvolution.

The plots in Figures 6.11(g) — (i) show line profiles of the attenuatioiffictent through the
reconstructions in Figures 6.11(a) — (c). The attenuatiofficaant in the presented reconstruction
varies betweer0.6 mnT? for the darkest values inside the osteons (newly formed bone, low level
of mineralization) and~0.7 mnt! for the brightest values in the bone structure (high level of
mineralization). These values were estimated from line profiles through the slice in Figure 6.11(b)
after application of additional 4-fold binning to the slice, which provided averaged values. A
relevant deviation from the expected attenuationfiecient is found in the small void spaces of
the Haversian canals. The attenuationffioient in the canals should be zero in an unblurred
measurement but is clearly above zero for the case of the untreated crystal in 6.11(Qg).

Figures 6.11(j) — (I) show histograms of the attenuatiorffocient that were calculated over
from the reconstructed slices. Note that the histograms were calculated over the entire reconstruc-
tion (700x 700 pixels) and include more pixels that contain air than are visible in the reduced cross
sections of Figures 6.11(a) — (c). Position and width of the peaks in the histogram were quantified
by fitting the sum of two Gaussian functions to each histogram. Center position and sigma para-
meter of the Gaussians for the air peak and the bone peak are given in the histograms. Stronger
mineralized (old) osteons show a higher attenuation than the newly formed ones. However, it is
impossible to resolve the bone peak into two peaks that would correspond to the contribution from
newly formed and old osteons as might be expected. This is due to the continuous distribution of
the attenuation cdicient within the osteons and the variation between osteons. A reduction of
the peak widths is observed after application of the backing layer. As derived from the parameters
in Figures 6.11(j) and (K) the reduction is abe0% for the air peak and6% for the bone peak.
This reduction can be explained by the suppression of weak ring artifacts. After deconvolution,
which causes an amplification of high-frequency components (including noise), the peak width
increases again by about 50%.

Intensity in the Haversian canals that was observed in the measurements appears in the cor-
responding histogram in Figure 6.11(j) as a small fraction of voxels with attenuatidiicce
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significantly above zero and centered at about 0.12tmarked by the red arrow in Figure
6.11(j)]. After application of the backing layer, the attenuation observed in the Haversian canals
is reduced as it is visible in the line profile of Figure 6.11(h) and the corresponding histogram in
6.11(k). For the deconvoluted data set, the attenuation in the line profile of Figure 6.11(i) drops
to zero in the Haversian canals as ideally expected and the peak in the corresponding histogram in
6.11(l) disappears.

6.2.6 Discussion

The significant reduction of ring artifacts after application of the absorbing backing is ex-
plained by the suppression of screen inhomogeneities that is caused by the backing layer (com-
pare Chapter 4). Not only the clearly visible ring artifacts have disappeared after application of the
backing layer, but also a reduction of the peak widths in the histogram is observed. This indicates
the suppression of many weak (non-visible) ring artifacts, which cause a similar broadening of the
peak widths as noise.

The attenuation cdicient was determined as= 0.6346 mn1! from the position of the bone
peak in 6.11(k). This value is about 10% above the theoretically expectedwalu@57 mnt?
that was derived for the elemental composition of cortical bone above. However, we can resolve
bone and Haversian canals in our measurements. Thus, the theoretical bone density assumed in
the calculation is too low, since it is an average over the bone tissue and the Haversian canals. The
bone material (bulk) has a higher density and consequently a higher attenuatibicierttethat
will be very close to the measured value fiBrences may of course also arise due to variation of
the elemental bone composition amddensity.

The position of the bone peak indicates the improvement in the absolute measure of the atten-
uation codficient. Blur on the reconstructions produces voxels that take an attenuatiticieae
between the true zero attenuation of air and the attenuatiaficgient of bone (partial volume
effect). This is most pronounced for the space in the Haversian canals. The intensity that appears
blurred into the Haversian canals is lost for the surrounding. Thus, the bone peak is shifted to-
wards lower values compared with the true attenuatioffficdent. Upon application of the black
backing, the bone peak shifts back up (from 0.6179 to 0.6346'nhy 2.7%, and after decon-
volution (to 0.6481 mmt) by another 2.1%. The combinedfect of backing and deconvolution
thus causes an increase of the measured bone density by 4.8%. The zeroth-order moment of the
reconstructions was determined and increases by 0.6% and 0.5% at the same time. This can be ex-
plained as a non-lineaffect caused by detector blur, whereby the zeroth-order moment decreases
(compare Section 2.5.1). The change of the zeroth-order moment is significantly smaller than the
peak shift, which indicates that blur predominantly makes a linfacehere.

The intensity in the Haversian canals becomes zero (as ideally expected) after application
of the black backing and additional deconvolution. This indicates that a precise measurement of
absolute attenuation cficient with simultaneously high spatial resolution is achieved in this case.
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As described above, the PSF seems to have been overcompensated by the deconvolution. This
effect can occur, when the MTF used for deconvolution does not describe the PSF on the short
length scale correctly. Since short-range contributions to the PSFficeillito measure, this is
not very surprising. Compare also the discussion on measurement of the MTF in Appendix D.1.
Hence, the simple direct (Fourier) deconvolution approach applied here is not optimal for the
restoration of high-frequency components in the reconstruction, while it is ¥Bcjeat in the
suppression of long-range blur. It would of course be better to record unblurred projections than
to perform a deconvolution operation on the recorded images, since deconvolution always requires
assumptions on the detector response and degrades the image quality to some extend. The sup-
pression of blur by the backing layer is thus the right approach. But since we cannot suppress blur
in this type of detector entirely, the additional use of a proper deconvolution method is advised.

Deconvolution, or more generally, image processing of the radiographic images prior to re-
construction (image pre-processing) should thus be exploited beyond the direct deconvolution
approach. The development of image pre-processing steps that achieve deconvolution of predom-
inantly the long and middle range PSF with minimal amplification of high-frequency components
(and noise) seems feasible and should be investigated. The application of optimal digital filters
that make use of the approximately known PSF and the noise characteristics (as, e.g., the Wiener
filter) should be systematically investigated and further developed in a future work.

Other ongoing studies such as the morphological characterization of bone around dental im-
plants [35], titanium implants [18], [19], or the in-viffin-vivo corrosion measurement of mag-
nesium implants [60], [160] will directly profit from the enhanced performance of theCIR
setup.

6.2.7 Summary

The apparently first S®ECT scan was presented here, in which the luminescent screen of the
x-ray camera carried a black backing as optical coating. Tfexteof the absorbing backing
on the reconstruction was investigated using as an example the measurement of cortical bone.
Furthermore, the influence of deconvolution of the MTF (PSF) from the recorded projections prior
to reconstruction was studied. It was found that ring artifacts in the reconstruction are drastically
reduced after application of the absorbing backing. Blur was partly removed after application of
the backing and finally removed by the deconvolution operation. The combined removal of blur
caused a 4.8% increase of the average attenuatidfiagert of bone, as was determined from the
shift of the bone-peak position in the histogram and resulted in an accurate reconstruction of the
attenuation co@cient of bone. This is essential for the precise determination of the bone mineral
density that can be further used, e.qg., for the study of osteoporosis or as input parameter for finite
element models that allow for the simulation of the mechanical bone properties.
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6.3 Porosity of hydroxyapatite sc#folds

6.3.1 Introduction

Hydroxyapatite is a calcium phosphate with promising properties as building material for bone
grafts that are needed in medical surgery for the substitution of large bone defects. Rapid proto-
typing techniques such as 3D printing in principle allow for the preparation of patient-specific
scafolds based on medical CT or MRtlata. The design of the s€alds has to fulfill diferent
criteria to ensure cell viability and function. These include nanoporosity to allfiwsibn of
molecules for nutrition and signaling, micropores to ensure cell migration and capillary forma-
tion as well as macropores for arteries and veins [58]. Consequently, the analysis offfiblel sca
porosity is important for the optimization of the manufacturing process and the implant design.
The quantification of the porosity using other techniques such as Hg-porosimetry and electron
microscopy is problematic and does not yield a satisfying description. In this stugdg SRas
used to provide information on the structural properties of interest.

Goal of the SRCT study was the morphological characterization of the volume structure on
three diferent length scales: macroscopic (dowr-@21 mm), microscopic (down te5um), and
nanoscopic (belowlum). SR:CT allows for the morphological characterization in the macro-
scopic and microscopic regime. Methods from 3D image analysis as, e.g., the euclidean distance
transform (compare, e.g.,iMer et al.[106]) can be applied for this purpose. Results of this study,
especially on the characterization of fiofds on the microscopic scale, were presented by Irsen
et al.[86].

Structures on the nanoscopic scale cannot be spatially resolved @@ TSRiowever, the
porosity at this scale can be determined from the reconstructed attenuatiinieng when at-
tenuation cofficient and density of the bulk material are known. Thus, the characterization on the
nanoscopic scale requires the precise reconstruction of the attenuatfboiene Any influence
of the reconstruction algorithm on the reconstructed attenuation value will thus directly influence
the measured porosity and must be avoided.

The reconstruction algorithm itself can influence the reconstructed attenuatidiciecoe A
comparison of the precision that can be achieved with the tfferdint algorithms discussed in
Section 3.2.2 is presented here. Reconstructions of hydroxyapatiteldsahat were studied by
SRuCT will be used for demonstration. In fact it was during this study, that the slight deviation
caused by the applied reconstruction algorithm was recognized.

“magnetic resonance imaging (MRI)
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(a) (b)

3 mm

Figure 6.12: (a) Photograph of a 3D-printed st@ld and (b) 3D rendering of the $RT data of the same
sample.

6.3.2 Sample preparation

The examined hydroxyapatite sk@ds were prepared at the Caesar Research Cener.
experimental 3D-printing setup (Bio-3DP) was used for the fabrication of alicdda. A detailed
description of the 3D-printing facilities used for this study was presented by &eitlz [135].

Figure 6.12(a) shows a photo of a sample after printing. The corresponding volume rendering
from the recorded and reconstructed tomographic data is shown in Figure 6.12(b).

Hydroxyapatite granules for 3D printing were prepared by spray drying of water based hy-
droxyapatite slurries (solid content of 55 weight percent). Various organic additives were added
to the hydroxyapatite suspensions for adjustment of slurry as well as granule properties.

The 3D printing was performed with an ink-jet like printer in a layer-by-layer process that
comprises of three repeating steps: In the first step a layer of powder (hydroxyapatite granulate)
is spread on the building platform. Thereafter, a 2D layer of binder solution is printed onto this
powderbed, which glues the granules in the wetted regions together. Finally, the building platform
is lowered corresponding to the layer thickness and the process is repeated for the following layer,
which is prepared on top of the previous one. All investigated samples were printed with an pitch
size of 25Qum in the slices and a slice thickness of 200. The mean droplet diameter was in the
range of 20Qim.

The final 3D-printed sd#old (green body) was removed and freed from unglued powder using
a slight airstream. To enhance the mechanical stability of the 3D-printélsisathe green bod-
ies are normally sintered. Upon transformation from the green body to the final sintered body, the
material develops the desired mechanical properties. The density of the material and its strength
are increased. The details of the production process were described in [86].

5Samples were prepared by Stephan Irsen, Caesar Research Center, Ludwig-Erhard-Allee 2, 53175 Bonn.
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6.3.3 Measurement and reconstruction

Table 6.4: Scan parameters for hydroxyapatite measurements.hlisrihe optical magnification,
7 is the dfective pixel sizea;g is the spatial resolution. Unchanged parameters are not repeated.

Beamtime Beam- Energy T a0
scanname Sample line [keV]  Mode m unf] [um]
desy2005&thOla sintered BW2 24.0 180deg 2.11 4.27 6.36
desy2005&th02a green body

desy20054th03a infiltrated gr. body

desy2005fketh10a compr. gr. body BW2 24.0 180deg 2.139 4.21 7.04
desy2005fethlla compr., sintered

Scdfolds were examined in fferent production states. Table 6.4 gives an overview of the
measured samples and the scan parameters. All measurements were carried out at HASYLAB
beamline BW2 at the highest available photon energy of 24 keV within tfferdnt measurement
periods (beamtimes) in 2005. The same luminescent screen with backing layer was used in both
beamtimes. The scans were performed in ‘180deg’ mode Mith 720 recorded projections in
each scan.

One slice of each data set was reconstructed for this comparison using both the “RALA"-type
reconstruction and the “BKFIL"-type reconstruction algorithms (IDL implementation) presented
in Chapter 3. The center of rotation required for reconstruction was determined for each slice
using the method presented in Chapter 5 with precision of 0.05 pixel using r@gtric

6.3.4 Comparison of “RALA"- and “BKFIL"-type reconstruction

The diference in the “RALA"-type reconstruction according to Ramachandran and Laksh-
minarayanan [128] and the “BKFIL"-type reconstruction algorithm according to Budinger and
Gullberg [30] was explained in Section 3.2.2. As discussed, a shift towards negative attenuation
values is expected for the “BKFIL"-type reconstruction. Thus, the reconstructions were compared
in order to investigate this shift and to detect possible furthiéedinces.

Two homogeneous samples (compressed raw material as green body and after sintering) and
a structured 3D-printed sample (as green body) were selected for the comparison here. Figure
6.13 shows the reconstructions from the three data sets that were calculated by “RALA"-type
reconstructions. The equivalent reconstructions calculated with the “BKFIL"-type reconstruction
appear visually identical and are therefore not shown. Histograms over the reconstructed slices
were calculated for both types of reconstruction and are again shown only for the “RALA”-type
reconstruction next to the corresponding reconstructions. The histograms for the “BKFIL"-type
reconstructions (not shown) appear identical except for a slight shift. The position and width of
the peaks corresponding to air (surrounding) and the material itself were determined. For this
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Figure 6.13: Tomographic reconstructions of hydroxyapatite granules fifeidint production states: (a)
Compressed green body, (c) compressed and sintered body, and (e) 3D-printed green body. All recon-
structions were calculated using the “RALA"-type reconstruction algorithm. (b), (d), and (f) show the
corresponding histograms recorded for each slice together with the best fit of a function that is the sum
of two Gaussians. Position and sigma parameter for each Gaussian are printed next to the corresponding
peaks (sigma parameter in brackets). The scale of the histogram ordinate is given in arbitrary units and was
enlarged for the histogram of the 3D-printed green body.
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purpose a least-squares fit to the histogram was made using a fit function consisting of the sum of
two Gaussian functions. The position and width (sigma parameter) of each Gaussian are given in
the histograms.

The average dlierence, i.e., the shift of the attenuation value between the ttiereint recon-
structions was calculated as
Af =g - fr, (6.4)

where fg is the reconstruction obtained from “BKFIL"-typdg is the reconstruction obtained
from the “RALA"-type reconstruction, and the overline indicates the average over the (circular)
reconstructed area. Since the reconstruction is a linear calculation, the?;hjﬁpends on the
zeroth-order moment (total mass) of the reconstruction. For comparison of the shift fofféne di
ent slices, we thus needed to compare the relative Shjff. Here, f is the average density in the

reconstructions calculated as
(fs + fr)

f= >

(6.5)

The determined absolute shifff and the relative shifi f/ f are given for each slice in Table
6.5. It was found that for all reconstructed slices, the reconstructions by the “BKFIL” algorithm
were shifted to negative attenuation values. The observed relative shift between the two types
of reconstruction varies betweerl.47% and-3.30%. This variation can be explained by the
variation of the projection (sinogram) width withftérent number of sampling poinké (given
in Table 6.5) for the dferent sinograms as was discussed in Section 3.2.2. For identical values of
N, as for scans eth02a and eth03a, the same relative shift is observed. The reconstructions were
compared for further dierences. The fierence image of the reconstructidias- fr— f (corrected
for the shift) showed structure with intensity far below the noise level of the reconstructions. Thus,
no other relevant diierence than the uniform DC-shift was found.

For the data sets shown in Figure 6.13, additionally to the average value, the position of the
histogram peaks was compared for both types of reconstruction. As expected for pure DC-shift
the diference in the peak positions between the two algorithms agreed perfectly with the size of
the DC-shiftAf for all three samples.

So far, we compared the reconstructions obtained with both types of algorithm relative to
each other. The position and width of the histogram peaks were then used to check the absolute
precision of each algorithm. For the homogeneous and cylindrical samples shown in Figures
6.13(a) and (c), the attenuation ¢deient in the slice is constant over large areas that correspond
to either hydroxyapatite or air. Hence, a very accurate position of the peaks (negligible influence
of the partial volume fect and blur) in the histogram can be expected. Note that the attenuation
codficient of air should be exactly zero in these measurement because we measure the attenuation
codficient relative to air. Therefore, we can use the position of the air pg'%lfor the “BKFIL"-
type reconstruction ar‘yag" for the “RALA"-type reconstruction of these measurements (given in
Table 6.5) directly as a measure for the absoldifssdA faps
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Table 6.5: Shift from “RALA”-type to “BKFIL"-type reconstruction.

AT BFF
Beamtimg¢scanname N [/mm]  [%] [L/mm]  [1/mm]
desy2005&eth0la 1136 -0.00771 -3.30 @- -
desy2005&th02a 1536 -0.00126 -1.47 0.004140 0.00540
desy20054th03a 1536 -0.00136 -1.47 - -
desy2005feth10a 968 -0.00353 -2.75 -0.00386 -0.00032
desy2005fethl1a 936 -0.00665 -2.38 -0.00583 0.00085

a- Not determined.

The air peak of sample ethlla in the “RALA"-type reconstruction showed the highest devi-
ation from zero otug" = -0.00583mn. To get a better understanding of the relative error in
the measurement, this deviation must be compared with the attenuati@icieoeof the material
uM that is to be examined. Since the attenuationfficient of the material is in the order of
u™t~ 1 mnTtin this case, we find a relative deviatidrfa,s/u™, which is in the order of 0.5%
for the "BKFIL"-type reconstruction and below 0.1% for the “RALA"-type reconstruction for
both measurements eth10a and ethlla. The simple conclusion from this is that the “RALA”-type
implementation of the filtered backprojection algorithm should be preferred.

The noise level (error) in the reconstructed attenuation values is closely related to the sigma
parameter of the histogram peaks. The sigma parameter of the peaks in the measurement of ho-
mogeneous objects (measurements eth10a, ethlla) gives a direct measure for the noise level. We
estimated a noise level of abant = 0.03 mnT! from the width of the air peaks in Figures 6.13(b)
and (d). This value is almost a factor of ten higher than the shift caused by the “BKFIL"-type re-
construction. Note that this does not make the DC-shift negligible: The sigma parameter describes
the variation of the attenuation déieient in an individual pixel, i.e., it can be reduced by averag-
ing over many pixels, while the DC-shift will not be reduced by averaging. The DC-shift shifts
the peak positions in the histogram, while additional noise ‘only’ increases the peak widths.

It was observed that the noise level (width of the fitted Gaussian) for the material peak is
higher than for the air peak in all three histograms of Figure 6.13. This can be related to the lower
average photon count that is recorded in the projection of the central region of the sample (due
to the sample thickness), when compared with the outer regions, where almost no attenuation is
observed. The lower photon count results in the higher noise level in the projection (compare
Section 2.5.2).

6.3.5 Results and discussion

The reconstructiorikistograms of Figure 6.13 calculated with the “RALA"-type were used
for the calculation of average porosities. The compressed material in the sintered sample in Figure
6.13(d) has an attenuation valugof 1.1483 mntt, which is given by the material-peak position
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in the histogram. This value can be directly compared with the attenuation value expected for
stoichiometric hydroxyapatite [Gg(PO4)s(OH),] at 24 keV photon energy and of densitya =

3.156 gcm?®, which isy = 1.199 mnt!. Here, the data of Plechaéyt al.[119] were used for the
calculation of the attenuation ceient. The somewhat lower value measured for the attenuation
codficient must be due to a slightly lower density of the compressed body as compared with the
assumed bulk density. The density was calculated relative to the bulk denpity 88.7%pHAa,

i.e., a porosity of about 4.3% was found.

The nanoscale porosity of the granular material can be derived from the comparison of the
materials attenuation cficient in the measurements eth02a (green body) and eth10a (green body,
compressed). Thus, the densities of the materials in Figures 6.13(a) and (e) were compared relative
to each other. However, the air peak of the 3D-printed, fine-structured sample in Figure 6.13(e)
is significantly shifted from zero towards higher attenuation values, while the material peak that
must be compared to the peak of the base material in Figure 6.13(a) shifts towards lower values.
This indicates that part of the pixels are influenced by the partial volufeeteand by detector
blur (compare Section 3.3.6). This causes pixels (voxels), especially those close to a material-air
surface, to take on attenuation @dgents in the range between the attenuatiorffament of air
and that of the bulk material. The direct comparison of histogram peaks will thus be influenced by
this dfect. A histogram free of blur artifacts should be obtainable after deconvolution of the PSF
(compare Section 2.5.3). However, this approach relies on the precise measurement of the PSF
(compare Section D.1 and the previous Section 6.2) in the short distance range (several pixels) and
increases the noise level in the data. Another way towards a histogram that is free of blur and of
partial volume &ects, might be given by the exclusion of surface voxels from the histogram using
an appropriate mask. So far, we obtained the ratio of densities directly from the ratio of peak
positions. The porosity of the granular material was determined by comparison of the material
peak position as 7.4% (ratio of attenuation ffimgents 92.6%).

6.3.6 Summary

The diference between two implementations of the filtered backprojection algorithm was dis-
cussed using the example of a study on hydroxyapatitfadda. The DC-shift caused by the
“BKFIL"-type reconstruction algorithm was shown to cause &ea in the order of 0.5% relative
to the attenuation value that was to be measured. It was shown that this DC-shift in the recon-
struction is avoided by use of the “RALA”-type reconstruction algorithm. For the “RALA"-type
reconstruction, a relative shift of less thai% was verified, as was deduced from the position
of the air peak in the histograms that were obtained for homogeneous material. The selection of
the appropriate reconstruction algorithm thus enabled the measurement of a precise attenuation
codficient for hydroxyapatite.

Hydroxyapatite sd@olds were examined in several production states and their nanoscopic
porosity was determined. The presented results complement the results obtained on the macro-
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and microscopic scale previously. They give valuable insights into the nanoporosity that can be
used as feedback for the optimization of the manufacturing process.
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6.4 Microstructure of fiberboard

6.4.1 Introduction

Medium and high density fiberboard (MIIHDF) are common wood composite products that
are widely used in the furniture industry and for laminate flooring. About 33 MioofMDF [as
the typical MDFs shown in Figure 6.14(a)] were commercially produced in the year 2004 alone.
Fiberboard is made of a wood furnish material consisting of single wood fibers and fiber bundles.
During production the wood furnish is treated with adhesive and consolidated under temperatures
in the range from 180 to 22%C to panels of dferent densities ranging from 300 to 800k for
MDF and from 800 to about 1000 kg for HDF. Examination of the fiberboard microstructure is
important for modeling and understanding of the relation between the microstructural features and
the macroscopic behavior of the end product and, clearly, can have a strong economical impact.

Macroscopic properties of fiberboard such as the mechanical strength, thermal conductivity,
and the water vapor transmission are largely determined by the fiberboard’s three-dimensional
microstructure. The microstructure of the composite and ffeceof the compression process
on the individual fibers is usually studied by scanning electron or light microscopy. However,
both methods dier from surface artifacts that can easily be created during sample preparation
and are limited to the examination of two-dimensional surfaces. Simulations of the macroscopic
fiberboard behavior have so far been based on assumptions about the microstructure or have used
random generated structures as an input for the simulation (see Faessgb5], Wang and
Shaler [155], and the PhD thesis by Wang [154]). A simplified description of the fiberboard
microstructure from measured data has so far not been available as input for these simulations.

In this study, the microstructure of MDF of fourftérent densities was recorded three-dimen-
sionally using SRCT. The measurements were carried out with x-ray attenuation contrast at
12 keV photon energy at beamline BW2 of HASYLABESY. Goal of the study was the ex-
traction of material parameters that can be used as input for simulations or for statistical analysis.
Additionally, the visualization of the spatial distribution of adhesive on the fibers was attempted.
For this purpose marker substances were added to the adhesive prior to fiberboard production. A
segmentation procedure was developed for this purpose that makes use of 3D image processing
methods. The study was performed in collaboration with the ‘Zentrum Holzwirtschaft’ and the
‘Fachbereich Informatik’ of the University of Hamburg. The procedure for the segmentation of
fiber parameters from the SR T data and first results of the statistical analysis were published by
Waltheret al.[152].

The small structure size of the fiberboard, which is in the order of the spatial resolution of
the camera, made the segmentation of wood fibers challenging. A systematic oscillating structure
(artifact) that was observed close to the around 2tm3hick cell walls will be discussed here.
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(b)

Figure 6.14: (a) Industrially produced medium density fiberboards. (b) A laboratory sample measuring
2 x 2x 5mm glued to the sample holder.

6.4.2 Literature review

Fiberboard and paper both are cellulosic structures with similar properties. A few studies on
the three-dimensional microstructure of both materials have been presented in recent years.

Among the first Groonet al.[69] derived quantitative information from $&T data of fiber-
board. They applied absorption contrast microtomography for the examination of a single MDF
sample measuring3dx 1.1 x 0.4 mm at the X2B beamline of the National Synchrotron Radiation
Light Source (NSLS) using 8.5 keV radiation. They discussed fiieeteof fiber properties (phys-
ical, mechanical), fiber-to-fiber stress transfer, and fiber orientation onto the fiberboard’s macro-
scopic properties. The authors determined parameters of individual fibers as the secant (straight
line connecting the fiber ends) length and curl (ratio of secant length and segment length) from the
volume data by manual image interpretation. Faestsal. [55] investigated the structure of fiber-
board by means of ST and derived a pore size distribution from the data. They presented a
simulation of the thermal conductivity, which they based on a simulated three-dimensional random
model for the description of fiberboard rather than on the measurae@B®ata. Their thermal
conductivity model is based on the distribution of fiber lengths, the fiber density (porosity), the
average orientations of the fibers, and the tortuosity of fibers.

Sintornet al. [138] obtained the three-dimensional representation of a single paper sample
from a series of in total 73 SEM images of microtome sections. The resolution within the sections
(pixel size: 0.7um) is, thus, about seven times higher than in the direction of the surface normal,
where the distance between consecutive sectiongis.5The sample was embedded in epoxy.
Image processing was used in this publication for the labeling of individual pores.

An SRuCT study on the microstructure of paper was presented by Angdiak[1] and was
also described in the PhD thesis of Weitkamp [157]. The authors made use of near-field coherent
imaging with a partially coherent x-ray beam of 20 keV photons at the 1D22 beamline of the
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European synchrotron radiation facility (ESRF). They claim that higher spatial resolution can be
obtained in near-field coherent imaging when compared to absorption contrast mode. However,
they present no measure of resolution. Using image processing methods, they obtained a binary
representation of air space and fibers. Holmstad [78] and Holnestald[79] compared SRCT

in phase contrast mode with conventiopn@8IT and presented a number of image processing tools

for the investigation of paper.

Du Roscoagt al.[130] presented another GRT study of paper performed at the ID19 beam-
line of the ESRF. The photon energy of this study is not reported. Absorption contrast seems to
have been dominating, although the authors describe that phase contrast can be recognized in the
reconstruction as a fringe pattern at edges.

6.4.3 Sample preparation

Fiberboards were produced in a laboratory hot-press at the ‘Zentrum Holzwirtschaft’ at the
University of Hamburg with densities of 300, 500, 800, and 1 000rkg(i.e. 1000 kgm?® =
1 g/cm®) and a thickness of 5 mm. Furthermore, another two series of boards with the same density
settings were produced. For these, the adhesive was stained with either iodine or barium sulfate
(BaSQ) as marker for visualization. Another set of boards contained a combination of 50% wood
fibers and 50% sisal or hemp fibers.

Samples of 2x 2mm size were cut out from the 5mm thick fiberboards, thus resulting in
a sample volume of about:2 2 x 5mm [see Figure 6.14(b)]. The fiberboards were manually
cut using razor blades, which produced almost artifact free surfaces. The density profile of the
fiberboard along its surface normal is symmetric with respect to the center of the fiberboard. Thus,
only one half of the 5mm long samples had to be investigated for the qualitative description of the
entire fiberboard profile.

6.4.4 Measurement and reconstruction

Following preliminary studies in 2004, the total of 15 samples was scanned within two days in
January 2005 at beamline BW2 of HASYLAB. The photon energy was 12.0 keV and the optical
magnification factom = 3.94 resulted in a sampling intervalffective pixel size) ot = 2.28um.

The spatial resolution corresponding to 10%-MTF value was determinag as39um from the
projection of a gold edge as described in Section D.1. In ‘180deg’ mége; 720 projections

were recorded using the full field of view of the camera, which measured 13824 pixels or
correspondingly 351 x 2.34 mm. The scan parameters are summarized in Table 6.6. Two scans
were recorded per sample affdrent distances from the sample surface and combined into one
stacked data set (compare Section D.2). By combination of the data, a little bit more than half the
sample thickness was covered and, thus, all relevant information about the otherwise symmetrical
fiberboards obtained. The center of rotation was determined for each scan from the sinogram
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Table 6.6: Scan parameters for MDF measurements. Hergthe optical magnification; is the
effective pixel sizea, g is the spatial resolution.

Energy T ajo
Beamtim¢scanname Beamline [keV] Mode MTF m uh] [um]

desy20054n01z01a,b BW2 12.0 180deg mtf00120 3.94 2.28 3.90
desy20054n0l1z02a,b
desy20054n01z03a,b

desy20054n0lz15a,b

data using the method presented in Chapter 5 with precision of 0.05 pixel and using@gtric
Reconstruction of the data was performed using the “BKFIL"-type algorithm on a 15336
reconstruction grid. The DC-shift (compare Section 3.2.2) caused by this algorithm is not of
relevance for the performed three-dimensional segmentation of the data described below.

Cellulosic samples can be sensitive to humidity and temperature. Du Rastcal{130]
observed swelling of paper samples in their measurements. No swelling was observed for the
studied samples here and, probably, the swelling is much less critical for fiberboard than it is for
paper. Nevertheless, care was taken, to bring the samples to the laboratory place of examination in
reasonable time before the measurement and to maintain constant climate conditions at the place
of examination before and during the measurement.

Figure 6.15 shows the cross section of a typical sample that was prepared with orientation
parallel to the rotation axis. The cross section of most of the wood fibers is visible in this view,
since the preferred fiber orientation is parallel to the fiberboard surface, i.e., perpendicular to the
rotation axis.

6.4.5 Spatial resolution and noise

The structure size of wood fibers is close to the spatial resolution limit of the x-ray camera.
The outer fiber diameter is in the range of 10 w20 and the fiber wall thickness is in the range
of 2 — 5um. Thus, the typical fiber wall thickness corresponds to the extension of just about two
pixels (~27), wherer = 2.28um is the dfective pixel size of the detector and the voxel size in the
reconstructed volume. The spatial resolution of the camera was determined from an edge profile
measurement agg = 3.90~ 1.717.

Figure 6.16 shows a magnified subregion of an unstained MDF sample with density/660 kg
The cross section of several cells is clearly visible. However, the attenuatificisog system-
atically deviates from zero at some places outside the fiber material and displays a structure that
cannot be explained simply as noise or blur. Negative values are found for the attenuafion coe
cient in short distance (2 — 3 pixels) from the center of the fiber walls, while at larger distance (5
— 6 pixels) a slight increase of the attenuationfiiomnt to clearly above zero is observed. This
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Figure 6.15: Cross section of an MDF sample with density 500k The orientation of the slice is
parallel to the rotation axis and has been produced from a combination pf3ivecans at dierent sample
positions. The size of the image is 1588901 pixel, the first value corresponding to the CCD width. The
pixel edge length is = 2.3um.
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Figure 6.16: (a) Magnified subregion of the unstained 50Qrk¢jsample from the smaller box in Figure
6.15. The size of the image is 5050 pixels. (b) Plot of the attenuation in units of image gray levels (0

— 255) along the row marked in the subregion. Zero attenuation corresponds to a valRe dhe noise
structure on the left and the fiber walls on the right are in a similar range of values. Close to the fibers, the
attenuation ca@icient systematically takes values below zero attenuation.

effect appears like the so-called ringinfieet that can be caused by the naturally band-limited
reconstruction process. The band limit causes oscillations similar to the Frauentiwéatidn

pattern of a circular aperture in the reconstruction as it was discussed in Section 3.3.1. Presumably,
the negative attenuation déieient close to the fiber walls corresponds to the first minimum of the
diffraction pattern, and the positive attenuationfiioent next to this minimum corresponds to its

first maximum. The fect was simulated by reconstruction of a model system that simulates the
fiber structures. For this purpose a 2D model system was constructed of two concentrical circles
(ellipses with equal axis parameters, see Appendix E) of opposite sign. The projection was cal-
culated and blurred by a Gaussian function with width corresponding to the measured resolution
parameter. Reconstruction of the sinogram reproduced the negative attenuation values between
the cell walls qualitatively, while the positive attenuation value in larger distance could not be
reproduced. It is believed that th&ert can be fully reproduced, when the real point spread func-
tion of the detector would be used for the simulation. The PSF is howefimudtito determine,
especially on the short length scale of a few pixels that is of interest here (compare Section D.1).
Note that the PSF itself is band limited by the aperture of the lens system and may contribute to
the ringing structure, although a Frauenhofefrdction pattern could not be seen on a PSF that
was reconstructed from the edge profile measurement (compare Section 2.4.1).

The noise level in the reconstructions can be estimated from the peak widths in the histogram.
The histogram of the attenuation ¢beient in the reconstruction of the unstained 500kgsam-
ple is shown in Figure 6.17. The peakia& 0 mnT ! corresponds to air and strongly overlaps the
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Figure 6.17: Histogram of the unstained 500/gf sample (over the entire volume of one of two scans).
A Gaussian function (solid line) has been fitted to the data. The center position and sigma parameter (in
brackets) are given.

peak corresponding to the fiber material, which for pure cellulagé; s of density 1.5 gem®

and at 12 keV photon energy would be expected at0.333 mnt? (calculated according to the

data of Plechatet al. [119]). The fit of a function consisting of two Gaussian functions for the
description of air-peak and material-peak (cellulose material) to the measured histogram was not
successful. Without fixation of the fit parameters, the material peak did not converge into the
expected position. Therefore, a single Gaussian function was fitted to the histogram for the deter-
mination of the air-peak width only. The fitted curve is plotted in Figure 6.17. The determined
sigma parameter of the peak is 0.085 mpwhich is reasonable for the selected scan param@ters.

Noise and ringing cause artificial structures in the reconstruction that locally can have similar
appearance as the cell wall material. These structures, which extend over several voxels, impose a
problem for fiber segmentation. Theidirentiation between these artificial structures and the real
eventually very thin cell walls is dicult. It was therefore necessary to employ a more sophisti-
cated method than the simple threshold technique for the segmentation of fibers and, in any case,
for the desired segmentation of individual fibers.

6.4.6 Fiber segmentation

A procedure for the segmentation of individual fibers from the recorded volume data sets was
developed together with the ‘Fachbereich Informatik’ of the University of Hamburg based on the
VIGRA library. This collaboration, initiated during this work, enabled application and adaptation
of state-of-the-art algorithms for the given segmentation problem.

6By inverse application of the formula for the calculation of the noise level in the reconstruction [Equation (3.31)]
and withNg = 720, we can obtain the corresponding average photon count in each pixel. The calculation gives
(N) = 14 058 in this case, which is in the order of photon counts that are usually acquired in each pixel of the projection.

"VIGRA - Vision with Generic Algorithms. The software package is developed at the ‘Arbeitsbereich Kogni-
tive System, Fachbereich Informatik, UniveésiHamburg’. Authors: Ullrich Kthe and Hans Meine. Software and
documentation are online availabletettp: //kogs-www.informatik.uni-hamburg.de/~koethe/vigra/ [visi-
ted July, 1st 2006].
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Figure 6.18: Demonstration of the fiber segmentation for the 300#gMDF sample. (a) Selection of a
256x 256x 256 voxel sub-volume, which corresponds t68x 0.58 x 0.58 mn?. (b) — (g) Segmentation
steps (see text). Segmented fiber cavities (red) and a single segmented fiber (green) are shown.
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Figure 6.19: A subvolume of 256« 256 x 256 voxels with individually segmented fibers. The individual
fibers were assigned eight alternating colors. (a) 5@@kagnd (b) 300 kgm® sample.

For the demonstration of the segmentation procedure a subregion of the unstaineth800 kg
sample was selected as shown in Figure 6.18(a). Figures 6.18(b) — (g) shoWehentisteps of
the segmentation procedure. Figure 6.18(b) shows a rendering of the sub-volume without any seg-
mentation. In Figure 6.18(c) the region of low attenuationficcient has been made transparent.
The data set was then segmented into air, fibers, and cavities within the fibers. First the outside
air was marked using seeded region growing, then the remaining voxels were separated into fibers
and cavities through thresholding and subsequent seeded region growing. Figure 6.18(d) shows
the marked cavities that have no contact to the outer air. Finally, the cavities with contact to outer
air were separated in Figure 6.18(e) through a series of morphological operations (erosion and di-
lation). Figure 6.18(f) shows all cavities detected in the fibers. Individual fibers [shown in Figure
6.18(g)] were then segmented using dilation on individual cavities and using the segmented image
as a mask. The output of the segmentation process are three-dimensional data sets containing ei-
ther labeled fibers or labeled fiber lumina, in which voxels that belong to the saméufifbem are
indexed by the same number. Figure 6.19 shows the labeled fibers ik&26%256 sub-volume
of the unstained 300 and 500/kg’ MDF sample. A more detailed description of the segmentation
and labeling procedure can be found in the publication by Wa#hat.[152].

6.4.7 Results and discussion

Cross sections with orientation parallel to the rotation axis [as the one shown in Figure 6.15]
were prepared for all samples. A closeup from the equivalent position within each sample and of
all other studied samples is shown in Figure 6.20. The iodine marker is soluble in water and to be
seen in the reconstructions as a homogeneously distributed increase of the attenuéimertoe
of fiber material that varies locally. The barium sulfate marker is practically insoluble in water and
seen as tiny clumps of highly-absorbing marker, which are attached to the fiber material. Even in
the unstained samples, a small number of highly absorbing particles was found. They were not
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Figure 6.20: Overview of all MDF samples, showing a 28®00 pixels cross section from each sample.
The cross section of the unstained 500 kg rsample corresponds to the larger box in Figure 6.15. An
equivalent subregion has been selected for all samples.



6.4. MICROSTRUCTURE OF FIBERBOARD 129

observed in the industrial sample. Most probably the particles are metallic grit from the laboratory
production machines.

The distribution of the water-soluble iodine marker was recognized in the reconstructions by
an increase of the average attenuatiorffotient of the fibers. Because of natural variations of the
wood fiber material and the limited resolution, the attenuatiorfimdent could not be related to
the iodine or adhesive concentration, though. It is unclear, whether further statistical evaluation
of the marker distribution could give valuable information. The barium sulfate marker that be-
comes visible in the reconstruction as highly-absorbing particles was found to be non-uniformly
distributed. The data did thus not allow for a characterization of the marker distribution.

The segmented and labeled data sets obtained from the segmentation procedure enabled further
analysis of the data sets and of individual fibers. Parameters were determined from several sub-
volumes (51 512x 256 voxels) with varying distance from the sample surface for each data set.

In total 57 sub-volumes were analyzed. For each labeled fiber in the sub-volume were determined:

o volume of cell wall,

volume of lumen,

surface area (innfuter),

orientation,

contact area with other fibers.

Fiber bundles that were labeled as a object could be detected by analysis of these parameters. As
further parameters of the entire sub-volume were determined:

e inter-cellular volume,
e inner-cellular volume,
o total cell wall volume,

e number of fibers.

The volume of fibers and of their lumen is calculated by counting voxels within the segmented
images. The surface area of the fibers is calculated by counting the contact surfaces between
fiber and air. The orientation of the fibers is obtained by performing principal component analysis
(PCA) on the segmented cavities or fibers. During PCA analysis the eigenvectors of a three-
dimensional covariance matrix are calculated. The largest eigenvector can be directly related to
the main orientation of a fiber. The contact area between individual fibers (fiber-to-fiber bonding)
is retrieved from the labeled fiber walls by neighborhood operations. The results for each analyzed
sub-volume are in detail presented in the PhD thesis of Walther [153].
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The availability of individual fiber labeling opens further possibilities for evaluation. Parame-
ters as the secant length and curl that were derived manually by Gebahj69] can now easily
be determined from the segmented data. Distance transform or granulometry can be applied to
the labeled fiber lumina and provide information on the lumen collapse induced during fiberboard
production. Also dynamic studies with fiber tracking become possible. The change of individual
fiber parameters as position, length, volume, curl, or orientation could now be followed for fiber-
boards, e.g., during wetting or under mechanical load. Algorithms similar to those developed by
Nielsenet al. [115] for the tracking of marker particles (in this case in a metal matrix) by their
characteristic parameters can be implemented.

6.4.8 Summary

SRuCT was successfully applied for the three-dimensional visualization and characterization
of the fiberboard microstructure for several fiberboards with densities between 300 and 1r600 kg
The microstructure with a structure size close to the resolution limit of the tomography setup could
be resolved. An oscillating structure that was observed around the fibers was qualitatively ex-
plained as a result of the band limit in the reconstruction. A robust segmentation procedure was
developed that allows for the segmentation of individual fibers (labeling of fibers) even in the pres-
ence of noise and oscillating structures. Parameters of individual fibers as surfagelanea,
position, length, volume, orientation, or contact area were obtained from the labeled data sets.
These parameters were used for the statistical characterization of the fiberboard structure and,
furthermore, can be used as input for modeling and optimization of the macroscopic fiberboard
properties. This will give a much better foundation for the applied models than the so far used
random generated input or the limited data obtained from sectioning techniques.
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Chapter 7

Summary and outlook

SRuCT was applied in this work for the three-dimensional characterization of specimens with
spatial resolution in the micrometer range. Further developments were made on the existing
SRuCT setup, especially on the x-ray camera and the reconstruction chain. These developments
enhance the capabilities of BT and allow to make even better use of the special advantages
of synchrotron radiation (no beam hardening) for quantitative measurements. Examples of studies
conducted in the fields of material and medical science were presented.

Quantitative measurements rely on artifact-free reconstructions. Therefore, possible artifact
sources in SRCT were summarized. The influence of noise in the recorded reference images
was derived. Especially long-range blur in the x-ray camera was intensively discussed, since it
causes blur and may even cause non-linear artifacts in the tomographic reconstructions. Blur-free
x-ray cameras (e.g., lens-less detectors) that would achieve the same spatial resolutiopmof
are not available today. However, the suppression of blur in the lens-coupled x-ray camera could
be successfully demonstrated.

In order to physically suppress blur an absorbing coating (black backing) was applied to the
luminescent screen of the x-ray camera. Apparently, this was done for @@TSsetup for the
first time. The characterization of the camera showed that long-range blur and, additionally, the
visibility of screen defects were strongly suppressed after application of the absorbing backing.
Consequently, and as was shown experimentally, blur and ring artifacts in the reconstruction could
be drastically reduced. Other methods that make use of the same type of x-ray camera, e.g.,
phase-contrast tomography or nano-tomography, should directly profit from the technology of the
presented blur-reduced detector.

The center of rotation in the projection data must be precisely known for the tomographic
reconstruction, but the determination of the center of rotation had been a pending problem for a
long time. No precise and objective method for this purpose had been available. In this work a
robust method for the determination of the center of rotation was developed that achieves sub-
pixel precision. It was implemented into the reconstruction chain, whereby automation of the
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entire reconstruction chain was achieved. In combination with the automation of camera focussing
and magnification measurement that were introduced in this work, the reliability, speed, and user-
friendliness of measurement and reconstruction were thus significantly increased. Moreover, the
objectivity in the obtained data is ensured.

A study on the material flow during friction stir welding of aluminum alloys was performed
and revealed important insights into the influence of the welding tool on the welding process. Ar-
tifacts were observed in these measurements around strongly absorbing objects. The combination
of high contrast and long-range blur in the detector was identified as the source of these artifacts
by a simulation. This simulation furthermore showed that the removal of blur would eliminate
these artifacts.

The removal of blur by application of the backing layer and additionally by deconvolution
of the radiographic images was successfully demonstrated for the measurement of cortical bone.
Blur was partly removed by the black backing and finally removed by the deconvolution operation
performed on the recorded radiographic projections. The combined removal of blur resulted in an
accurate reconstruction of the attenuationfioent of bone. This is essential for the precise de-
termination of the bone mineral density that can be further used, e.g., for the study of osteoporosis
or as input parameter for finite element models that allow for the simulation of the mechanical
bone properties.

The porosity of hydroxyapatite sfalds intended for use as implant material was measured at
the nanoscopic scale. The influence on the measurement caused by the partial Wdatrend
by the reconstruction algorithm itself was discussed here. A significant shift of the reconstructed
attenuation value was observed that was caused by the applied filtered backprojection algorithm. It
was shown that using aftierent implementation of the reconstruction according to Ramachandran
and Lakshimarayanan avoids the shift and achieves a precise absolute value for the attenuation
codficient. This allows insights into the nanoporosity of thefulds that can be used as feedback
for the optimization of the manufacturing process.

The microstructure of fiberboard was examined and characterized using 3D image processing
methods. An oscillating structure observed around the cell walls was qualitatively explained as
a direct consequence of the band limit of the system, and could therefore not be removed. A
procedure for the segmentation and labeling of fibers could, however, be developed, based on 3D
image processing methods. Several characteristic parameters for each individual wood fiber in
the fiberboard could hereby be quantitatively determined and can further be used for the statistical
description, modeling, and the optimization of fiberboards.

In this work a number of important steps have been taken to improve th€ ERethod for
guantitative measurements, towards full automation, and by the development of new data analysis
tools. For the future these developments should allow to address an even larger number of scientific
questions in traditional and new scientific fields using:SR.
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Appendix A

The interaction of x-rays with matter

A short summary of the fundamental interaction processes of x-rays with matter is presented
here. A more elaborate summary with focus on radiological imaging can be found in the book by
Barrett and Swindell [8, Appendix C].

A.1 Wavelength and energy relation

The relation between wavelengttand photon energl¢g for photons in vacuum is given by de
Broglie’'s wavelength of a particle with rest mass zero as
hc
A==, Al
= (A1)
wherec is the speed of light anllis Planck’s constant. The following numerical expression of the
equation above is helpful in every day use:

12398

SV (A.2)

A[nm]

A.2 Attenuation codficient

A pencil beam of monochromatic photons in a homogeneous medium is attenuated according
to Beer's law:
O(d) = @ exp(-ud), (A.3)

where®y is the incident photon flux (photofgunit area) ®(d) is the flux after traveling distance
d, andyu is thelinear attenuation codficient or simply attenuation codficient of the medium.
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The attenuation cdBcient is given in units of mm' in this work. In conventional CT the relative
attenuation cofficient is also quantified according to the Hounsfield stale.

In microtomography the beam travels along a medium with varying attenuatidghicose
u(s) along the traveling direction. In this case, the photon flux is given by:

d(s) = Og exp[— j:,u(s’)dé} ) (A.4)

The derivation of this equation is simple. It can be found in the book of Barrett and Swindell [8].
The integral in the exponential function describes the projected attenuation

b= fo () ds . (A5)

For a homogeneous object of thicknelssnd with linear attenuation cigientyg this gives again
uod as the simple form of Beer's law above.

The mass attenuation cofficient (u/p) is defined by the ratio of the linear attenuation co-
efficienty and density. It is useful for calculating the mass of material required to attenuate a
primary beam by a prescribed amount, i.e.,

()
o = expl-(u/p)snl. (A6)
0
wheresy, = psis the mass of attenuator per unit area of beam. Hesehe density of the atten-
uator ands is its thickness. The formula can also be used to calculate the materials density from
the measured attenuation €deient, when the attenuation déeient (u/p)supst Of the substance
is known.

Chemical binding energies are so small compared to x-ray energies of interest that chemical
compounds may be treated as mixtures. Tiess attenuation cofficient of a mixture that
consists of components, each with mass attenuatiorffodent (/p);, i = 1,..., 1 is given by

(%)subsf 21 (%) W (A7)

whereW, is the fraction by weight of thé-th component. The linear attenuation fiagent is
obtained by multiplying both sides of the equation by the density of the mixture.

1The linear Hounsfield scale in Hounsfield units (HU) is defined by the signal of distilled water (0 HU) and air
(-1000 HU). The Hounsfield units of common substances in medical CT are: air (-1000 HU), fat (-120 HU), water
(O HU), Muscle ¢40 HU), bone £1000 HU). The definition of a relative scale in conventional CT is helpful because
of the strong dependence of the attenuatiorfii@ent on the photon energy and the varying photon spectrum used in
different setups.
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A.3 Competing processes

In the energy range 10 keV to 100 MeV, there are three principle ways in which the incident
beam becomes attenuated. They are photoelectric absorption, Compton scatter, and pair produc-
tion. They are usually described by their cross sectiops, Zoc,?2 andopp, wWith the atomic
numberZ. Here it is assumed that all electrons are free electrons and partake equally in Compton
collisions. For heavy elements and low x-ray energies this is not generally true. The total atomic
cross section is defined as

Otot = OPE + ZO‘C + Oopp. (A.S)

The atomic cross section is related to the attenuatioffic@nt byuiet = oioth, Wheren is the
volume density in atoms per cubic centimeter. b is n my, wheremy; is the atomic mass.

The total attenuation cdiécient is given by
Htot = MPE + {C + UPP - (A.9)
The total atomic cross section is related to the mass attenuatifiicard by
Otot
/P)ot = —— (A.10)
W/ko Mgt

and equivalently for the individual components. Typically/d) is given in units of crAig™?, o
is given in units of bard,and the atomic mass is given in atomic mass unitsThe following
numerical expression relates the two quantities:

o [barn]

2 17 _
(u/p) [em®g™7] = 0.602 T

(A.11)
Figure A.1 shows the components to the atomic cross section of carbéh éAd lead (Z82)
in units of barn.

Commonly, attenuation is understood as the sum of tiheres, namely, photoelectric absorp-
tion and scatter. Pair production does not occur below 1 MeV photon energy. Depending on the
experimental details of theCT apparatus used, scatter can increase or decrease image contrast.
Fortunately, in mostzCT examinations the contribution by scatter is small compared with that by
photoelectric absorption. Therefore, the term ‘attenuation’ can often be substituted by ‘absorp-
tion’, a procedure frequently followed in the&T related literature. However, a rigorous treatment
of image contrast has to take into account thiect of scatter [10].

From an imaging standpoint there is an important distinction between absorption and scatter-
ing. A scattered photon has lost all, or almost all, of its ‘memory’ regarding its initial direction of

20¢ is given per electron and not per atom
31 barn= 10-%*cn?
4“1u=1661x10%g
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travel. It no longer appears to emanate from the small focal spot and, therefore, cannot be expected
to cast a sharp shadow image on the detector. Instead, the scattered radiation forms affusad, di
distribution on the detector, severely impairing the contrast of the image formed by unscattered
radiation. Photoelectric absorption presents no such problem. The photon completely disappears,
giving up all of its energy to an electron, and is therefore not detected at all. If, however, we
succeed in making our detector insensitive to scattered photons, either by geometric or electronic
means, then the distinction between absorption and scattering disappears [8]. Scattered radiation
is often rejected by the use of collimators. Compton scattered radiation is shifted in energy with
respect to the incident radiation, which also enables energy discrimination of this type of scatter,
when energy resolving detectors are applied.

The relevance of Compton scatter can be related to the sample diameter, as shall be shown
here. In the tomographic examination of small samples below a diameter of @baudtcm we
can generally assume that photoelectric absorption is the dominating process. This can be derived
as follows.

We discuss the relevance of scatter for the measurement of cylindrical homogeneous objects of
diameterD for the two materials carbon (C) and lead (Pb). The following derivation for these ma-
terials can be seen as a limiting case for most material mixtures, with density and atomic numbers
in between the values of carbon and lead. Generally, we investigate samples at a photon energy, at
which the projected attenuation dheient isp < 2 (compare Section 3.3.2). From this condition
we find for the mass attenuation ¢heient (/p) < 2/(oD). For carbon with density = 1 g cnt3
this gives ft/p)opt < 1 cnPgt. From Figure A.1(a) it can be seen that this value corresponds to
a photon energ¥pn < 10keV. In this regime photoelectric absorption dominates. Similarly, for
lead of density = 11.36 g cnT2 we find (u/p) < 0.176 cntg~t, which is reached for photon ener-
giesEpn < 400keV as can be seen from Figure A.1(b). Again, photoelectric absorption dominates
in this regime. For smaller objects, with < 1 cm or objects of lower density the photoelectric
effect becomes even more dominant. Thus, for our measurement of small objects, the attenuation
codficient is dominated by the photoelectric absorptionfitcoent and we assume that we can
perform our measurements without collimator in front of the x-ray camera. Moreover, we can
identify the attenuation cdicient with the absorption cdgcient in this regime.

A.4 Dependence on energy and atomic number

Experimentally it is found that the linear attenuation fi@gent for photoelectric absorption
upE IS given by

m
HPEszZ—,
mye E"

wherek is a constant that depends on the atomic shell involpad,the densitym,; the atomic
massE is the photon energy, arifithe atomic number of the material. The quotigniniy) gives
the density of atoms. The parametarandn are slowly varying functions of andE.

(A.12)
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Figure A.1: Mass attenuation cdigcient for (a) carbon (atomic numb&e=6) and (b) lead4=82) as a
function of photon energy. The dominating components are the photoele®tiit '®E’', Compton scatter

'C’, and pair production 'PP’, which starts above 1 022 keV. Rayleigh scattering 'R’ is a cohdiectttbat

is normally negligible in tomography. Note that the mass attenuatiofiicieat and not the cross section

is plotted here. The attenuation for carbon and lead is obtained by multiplication of the plotted values with
the material’s density. Data compiled from the tables of Plecba#).[119].

A general rule of thumb, which works well in the range form 10 to 100 keV, is

p Z*
~K— —. A.13
mpe ~ K- o3 (A.13)

A relative variation of the photon energy bi/E results in a variation of the attenuation co-
efficientsupe/upe. The relation between the variations can be approximated by Taylor expansion
of Equation (A.13). Expansion of the energy dependence according to

L+x)3=1-3x+... (A.14)

gives the relation
Auju ~ -36E/E . (A.15)

This relation is a good approximation in the limit of sméll/E <« 1.
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Appendix B

Spatial resolution limits of the x-ray
camera

The spatial resolution of the system is determined Ifiyatition, out of focus light generation,
and the aberration due to the refractive index of the luminescent screen. In the following, simple
approximations are presented that allow to estimate the relevance of the indiidats.e

Numerical calculations of MTFs based on a geometrical model and under variation of screen
thickness, x-ray attenuation length, and the numerical aperture were already presented by Busch
[31]. He concluded that the luminescent screen thickness is without influence, when it is signif-
icantly larger than the attenuation length and when light generation takes place over the entire
screen thickness [31, pp. 68-69].

The objective’s optical transfer function (OTF) or MTF as a function of the defect of focus
(out-of-focus distancéz) can be calculated from the pupil function of the system. The classic
paper on the MTF for the combination offilaction and focus error is by Hopkins [80hnd
gives an analytical expression for the OTF as a functiofzoKoch et al. [96] and Cloetens [36]
presented formulas based on Hopkins [80] formula.

B.1 Diffraction limit

The difraction limit of microscopes is typically derived from the Fraunhoféirdction pattern
of a circular aperture. The intensity profile from a circular aperture is given in [25, Chapter 8.5,
Equation (14)].

The resolution limit of a microscope is typically defined by the distance of the central maxi-
mum and the first minimum of the fiiiaction pattern. The éractive resolution limit for a micro-

1The paper by Hopkins [80] has been reprinted in [6]. A more recent discussion on formulas describing the defect
of focus in microscopic imaging was presented by Ellenberger [53].
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(b)

10 mm

Figure B.1: (a) Haze on the lens system. (b) Magnification of the central lens region. The rectangular beam
profile is imprinted in the lens.

scope with circular aperture under incoherent illumination is given by Born and Wolf [25, Chapter
8.6, Equation (32)] as
resolvable distance 0.61% . (B.1)

The resolvable distance is small (high resolution), when the wavelehgtlsmall and the nu-
merical aperturé\ is big. The aperture of our system typicallyAs= 0.1 (compare Table 2.3).
This results for the emission wavelengthiof 500 nm of the luminescent screen in a resolvable
distance o3 um.

High-energetic x-rays that penetrate the luminescent screen and enter the lens system are
known to creatéhaze on the objective Figure B.1 shows the imprint that the incident beam
created on the 35 mm objective of our system. Haze degrades the resolution properties of the cam-
era. Thus, the observedfiaction pattern may deviate significantly from the ideal one. Also for
non-inline geometries (using mirrors or reflective objectives) haze remains a problem for the first
optical component.

B.2 Depth of field

From the numerical aperture one can estimate the depth of field of the lens. It should be larger
than the light emitting layer in the luminescent screen, which for this setup with a bulk crystal is
approximately given by the attenuation length of the x-rays in the screen.

Depth of field is determined by the distance from the nearest object plane in focus to that of the
farthest plane also simultaneously in focus. At high numerical apertures of the microscope, depth
of field is determined primarily by wave optics, while at lower numerical apertures the geometrical
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optical circle of confusion dominates the phenomenon. Using a varietyffefrelnt criteria for
determining when the image becomes unacceptably sharp, several authors have prdjgoset di
formulas to describe the depth of field in a microscope. The total depth of field is given by the
sum of the wave and geometrical optical depths of fields as

d _/ln+ ne
tOt_Az mA’

(B.2)
whered;,; represents the depth of fieldjs the wavelength of the luminescent radiationy 1 is

the refractive index of the medium between screen and objectivel &the numerical aperture.

The variablesis the smallest distance that can be resolved by a detector that is placed in the image

plane, whose lateral magnificationns

B.3 Spherical aberrations

The applied objectives are not corrected for spherical aberrations that are caused by the fi-
nite thickness of the luminescent crystals. Some commercial microscope objectives are designed
to compensate theffect of cover glasses (refractive indeyass ~ 1.5). But even these do not
correct for the high refractive indemjs of the transparent luminescent crystals that are used in
microtomography as, e.qys ~ 2.3 for CdWQ,. Cloetens [36, Eq.3.73] presented a simple condi-
tion for the maximum crystal thickness, for which spherical aberrations are negligible compared
with the defect of focus. If this condition is solved for the crystal thickness, it reads

2n%d

< 2o D (B.3)

Heret is the thickness of the luminescent scraggis refractive index of the luminescent screén,
is the numerical aperture, and homogeneous light emission over a layer of thidkeessumed.

Koch et al. derived a tolerance condition [96, Eq.(6)] for the maximum crystal thickness. It is
based on a tolerance condition for spherical aberrations (maximum deviation of the wavefront of
less than 0.94 wavelength) from Born and Wolf [25]. This condition, again solvet] fequires
the thickness of luminescent layer and substrate to be

nIs
t<376——"°_ (B.4)

wheren is the refractive index of the luminescent scregis the wavelength of the luminescent
light, andA is the numerical aperture.

2Fromhttp://www.microscopyu.com/articles/formulas/formulasfielddepth.html, 9.1.2006, ‘Basic
Concepts and Formulas in Microscopy: Depth of Field and Depth of Focus'.
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B.4 Energy spread in the luminescent screen

The absorbed x-rays give rise to secondary processes as, e.g., the emission of characteristic
x-rays or Auger electrons. Thus, the generation of luminescent light will take place not only at
the primary interaction side. This spread of energy will contribute to the point spread function of
the x-ray camera. The spread of energy deposited in the scintillator was studied bytalch
[96]. They determined the radial absorbed dose distributions using Monte Carlo simulations. For
100um thick YAG:Ce crystals they found that the dose decreases rapidly within a few hundred
nanometer and does not limit the high-spatial-frequency response of the detector. They point out
that the tails of the radial energy distribution may have a deterioratiiegteon the middle and
low-frequency parts of the MTF. However, for 30 keV x-rays, their plots show a decrease to below
1074 of the central maximum within 4m radial distance. This spread is negligible and can be
neglected for our system.
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Appendix C

Calculations

C.1 Light collection efficiency of the lens system

Only part of the luminescent light generated in our x-ray camera enters the aperture of the
lens. The accepted fraction of light as a function of magnification and aperturersi#alk) can
be calculated from geometrical considerations. The calculation was already presented in the PhD
thesis of Busch [31]. His result was correct, except for a missing factor of two [compare Busch’s
Equation (6.18) with Equation (C.4) below]. We shall repeat the calculation here. Moreover, we
will also express the collectiorfiiciency in terms of the numerical apertus.(

Confusion with the definition of opening angles of light cones, obviously, let to the missing
factor of two in Busch'’s result. To avoid any confusion, the half opening angles of light cones will
be explicitly expressed as/2 andg/2 in the following, as shown in Figure C.1. Note that this
definition of angular variables filers from the typical representation of the Fresnel equations and
also from the use in the rest of this work. However, the resulting formulas will be independent of
the angular variables.

The reflectivity at the inside crystal surface, which is described by the Fresnel equations, is not
included in the calculation. The generation of luminescent light inside the crystal is assumed to
take place on the optical axis of the imaging system and to have an isotropic angular distribution.

The fraction of luminescent light;g emitted into a cone with half opening ang¢2 and
solid angleQcone = 2 [1 — cosB/2)] is simply given by the ratio of the solid angi®qne and the
full solid angle, which is 4. Thus we have

1-cosy

_ Qcone _ "y
€coll = =, = = > = Sln24 . (C.)
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aperture luminescent
crystal

Figure C.1: Scheme of the light path in the x-ray camera. The distance between aperture and screen is not
drawn to scale.

The half opening angle/2, which is accepted by the optical system is on the other hand given by

B D/2\ Dm 3 m
= arctar(T) = arctar(m) = arctar(m) . (C.2)

Here f is the focal lengthD the diameter of the entrance puglthe object distancan is the
optical magnification factdr k is the f-number of the objective given ly= /D, and we have
used the relatioa = f(1 + m™1).

NI R

The relation betweea andg is given by the law of refraction

. B . @
F_ h C.3
nissins = sinz (C.3)

with nis the refractive index of the luminescent screen. Using this relation, the above equations can
be combined into an expression for the fraction of radiation accepted by the aperture as a function
of f-number k), magnificatiorm, and refractive inderys of the luminescent screen:

arctar(m) }) : (C.4)

For x < 1 the trigonometric functions can be approximated asgim(arcsink) ~ arctang) ~ x.

. o(1 (1 .
€coll = SI? (E arcsm{— sin

Nis

We define the magnification factam as a positive quantity here. Aftiirent convention, e.g., used by Satier
[132], defines the magnification as a negative quantity, which logically describes the inversion of the image upon lens
imaging.
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For small apertures, i.e., large f-numbkyshe above equation thus can be reduced to

1 m 2
Ecoll ® (Hlsm) . (C.5)

The collection éiciency can also be expressed as a function of the numerical ap@rtdre
nsin(a/2), wheren is the refractive index in the space between object and lens. Our setup has an
air-filled gap with refractive inder ~ 1. The numerical aperturkis typically used to characterize
microscopes, while for photographic equipment mostly magnificatiand f-numbek are given.

In the case oh = 1, numerical apertur@ and f-numbek are related by

. 1 m
arcsin@) = arctar(ﬂ(m—w) , (C.6)

through the magnification facton.

Equation (C.4) can be rewritten as a function of numerical aperture and becomes

. o(1 [ A
€coll = Sim (§ arcsm{n—ls}) (C.7)
and can for small apertures be approximated by
A )2
€coll ® (ﬁ) . (C.8)

Equations (C.4) and (C.7) give the collectidfia@ency. For small apertures with accordingly
small values for the arguments/[k(m+ 1)] or A/nis, the approximations in Equations (C.5) and
(C.8) can be used.
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C.2 Detective quantum dficiency of a cascaded system

The DQE of the x-ray camera system can be calculated by looking at it as a cascade of statis-
tical processes, also called cascaded event sequence [63] or Markov-chain. In the publication by
Bonse and Busch [23] and more detailed in Busch’s PhD thesis [31] the calculation of the DQE
for x-ray cameras employing powder or luminescent screens was presented. Their derivation of
the DQE makes use of the Burgess variance theorem, which is presented below. The variance the-
orem can be expressed in an elegant form as a function of relative variances. This notation shall be
introduced and used for the derivation of the DQE of the x-ray camera here. The obtained result is
of course the same as the result of Bonse and Busch. Finally, the variance of the CCD signal will
be given and the importance of the statistical distribution of luminescence photons is discussed.

Burgess variance theorem

The Burgess variance theorem (Sect. 6.5, p.425 of Frieden [63]) allows to calculate the DQE
of a cascaded event sequence as a function of the variance introduced by the individual stages and
the variance of the input signal. A proof of the variance theorem was given by Mandel [101] in his
work on ‘Image fluctuations in cascaded amplifiers’.

The Burgess variance theorem: If for théh stage of a cascaded system on the average
guanta are generated per incident quantum, then the average number of quanta iaftestidge
will be

N =7 N, (C.9)

whereN;_1 is the average number of quanta of the precedird}-th stage and the mean variance
after thei-th stage is

ANZ = 72 (ANi_1)2 + Ni_1 (Arpi)2 . (C.10)

Here, the parametefs and its variancm describe the statistical process involved initiie
stage. The recursion formulas in equations (C.9) and (C.10) make up the variance theorem. From
Equation (C.9) directly follows the average number of quanta aftrthie stage, which simply is
given by multiplication as
Nm =7m- ... - 71No , (C.11)

with Np the average number of quanta incident to the 1st stage. This equation describes the obvious
fact, that the quantumfléciency (QE= Np/Ng) of the cascaded system is given by the product

of the quantum ficiencies of the individual stages. [The corresponding equation for our x-ray
camera is Equation (2.12).]

The parameterg; and(An;)? depend on the statistical process. Amplification processes are
often described by Poisson statistics. Selection processes are described by Binomial statistics. For
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a Poisson process, itig the number of quanta generated on average and the variance is
(Ani)?2 =7 Poisson (C.12)

For a selection process, which simply decides wether or not a quantum is detected and produces a
guantum in the next stage, Binomial statistics is applied. Hereyitisl the fixed probability of
generation of a quantum and the variance is

(Ai)?2 =77 (1-7) Binomial. (C.13)

The variance theorem can be brought into an elegant form, when the variance is replaced by
the relative variance. We introduce the relative variaRg of a random variable as

(Ax)2
R(x) = . c.14
(X) 2 (C.14)
Using Equations (C.9) and (C.10), we obtain for the relative variance attthstage as
1 _
R(Ni) = R(Ni-1) + ~= R@mi) (C.15)
i-1

which together with Equation (C.9) is an alternative representation of the variance theorem. The
variances for Binomial and Poisson processes given by Equations (C.12) and (C.13) then have the
corresponding relative variances
R(i) = Ui Poisson (C.16)
|

and

R(i) = @ Binomial . (C.17)

The relative variance of the number of quanta atrtiln stage can now be found by recursive
application of Equation (C.15), which results in:

R(Nm) = RNo) + Né ROn) + _1N_ ROR)+...+ ———Rgm).  (C.18)

0 171 No fm-1-... 71 No

In the special case, when the inpig is a Poisson distributed signal, itR{No) = 1/Np and
the relative variance becomes

1 1 1
R(Nm) =— |1+ R(?]]_) + = R(T]Z) +... .t == R(T]m) . (Clg)
No m Mm-1--..°1M1
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Table C.1: Statistical description of the incident radiation and the statistical processes 1 to 3.

Stage Description Distribution Average Relative variance
— Incident x-ray quanta Poisson  Np R(Ng) = 1/Ng
1 Probability of x-ray absorption Binomial 71 R(m1) = (A -m)/m
2 luminescence photons per x-ray Poisson 72 R(n2) = 1/72
3 Probability of lum. photon detection  Binomial 73 R(n3) = (1 -73)/n3

Detective quantum dficiency of the x-ray camera

We will now employ the Burgess variance theorem for the calculation of the relative variance
at the x-ray camera output. From this we will derive the detective quanttioieacy (DQE) of
the system.

The statistical processes of the system are given for the x-ray camera by the elefaamd (
vium) Of Table 2.2. All dficiencies €'s) correspond to selection processes and are governed by
Binomial statistics. The process of photon generation, with on the avegaggenerated photons
per absorbed x-ray, is an amplification process that is generally assumed to obey Poisson statistics.
The average number of generated quanta of a gfdgassigned the correspondiagr viym value.
The associated relative variand®@;;) of the processes are given according to Equations (C.16)
for Poisson processes and (C.17) for Binomial processes.

For the calculation, we define three processes in the x-ray camera: The absorption process
in the x-ray screen is the first stage of our system, With= eaps and relative varianc®(n1) =
(1 — m1)/m. The generation of luminescence photons is the second stageywithyv,,m and
R(n2) = 1/772. The order of the following stages (e.g., those described by the ‘light collection
efficiency’ and ‘transmissionficiency’) is somehow arbitrary. In fact, the calculation turns out
to be independent of the order of these selection processes. When calculating the relative variance
according to (C.19), the result is simply a function of the product of all the selection process
efficiencies. The third stage of our system is thus described by the total probability for the detection
of a luminescence photon in the CCD, giveniBy= eccd € cov €I € 0bj €coll, and with the relative
varianceR(n3) = (1 — n3)/73. We shall further assume in the following that the number of quanta
No incident to the first stage is Poisson distribufedith relative varianceR(Ng) = 1/No. An
overview of the statistical processes is given in Table C.1.

The relative variance at the output of the third stage is obtained by entering the relative vari-
ancesR(n1), R(72), andR(n3) into Equation (C.19), which gives

R(Ng) = — — 12713 (C.20)

2This assumption is generally made and implies that the photon noise in the x-ray beam is uncorrelated. This has
been discussed by Busch [31] in more detail.
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The DQE has been defined in Equation (2.9) as ratio of signal-to-noise ratios as=DQE
(SNRgut/SNR%). The signal-to-noise ratio is by its definition closely related to the relative vari-
ance. Expressed for theh stage, we have

1
SNR? = =R (C.21)

We can thus determine the detective quanttiiciency of the cascaded system from the ratio
of the relative variance of the lastth stage, given by Equation (C.19), and the variaR@d) =
1/Np of the Poisson distributed input as

1 -1
_ = R(Hm) . (C.22)
n /i

m-1---.-

DOE = SNR;,  R(No) _

SNR  R(Nm)

1
1+R(771)+ﬁR('72)+---+

Entering the relative variancé&¥n1), R(n2), andR(n3) into Equation (C.22) gives the DQE of
the signal output at the third stage as

DQE= — 1 | (C.23)
1
1+——

213

This result depends on only two quantities. Introducing the variglters; 72 and using the
identity eans = 771, the DQE can be rewritten as

€abs
DQE = . C.24
Q 1 + ,y—l ( )
The obtained DQE is directly proportional to the absorptifiitiencye;ps and depending on the
guantityy, which describes the number of detected luminescence photons per absorbed x-ray. This
is further discussed in Section 2.3.

The DQE in Equation (C.24) describes the relative degradation of the SNR from the Oth to
the 3rd stage of the system, i.e., from the signal of incident x-ray photons to the signal of charge
carriers in the CCD. So far, we have not looked at the digitization of the charge carrier signal
that takes place during CCD readout, and which will introduce electronic readout noise. In the
following section, we derive the variance and the SNR from the DQE in Equation (C.24) and
introduce readout noise into these expressions.

Variance SNR in the CCD output signal

Of practical interest for tomography is the variance in the recorded CCD images. Thus, we
shall present the variance as a function of the signal in digital units of the recorded images rather
than as a function of the input intensity. This enables the estimation of the noise level in the
recorded images, which are used as input for the reconstruction. (Of course, the noise level can
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also be experimentally determined from the variance in two or more identical measurements). We
will also introduce the CCD gaig and the CCD readout noisg,, which are given for our CCD
in Appendix G.

SubstitutingNg = (7372 777)~* N3 into the expression for relative variance in the output of the
third stage, given as Equation (C.20), we obtain

1 -
R(Ng) = = (1 + 12 773) . (C.25)
N3
The variance of the output signal is thus given by
— ——2 — _
ANZ = R(N3) N3~ = N3 (1+73772) - (C.26)

The signalN3 gives the number of charge quanta (electrons) created in a CCD pixel. The CCD
readout noise can be described as an additive term to this variance. With the readoungnoise
units of electrons, we obtain

(AN3)? = N3 (1 +773772) + 1, . (C.27)

This quantity models the noise behavior at the CCD output. The influence of quantization noise
(limited resolution of the CCD output due to digitization) is typically smaller than the readout
noise and is neglected hete.

From now on, we will writeN in place ofNs for the measured signal in units of charge quanta
(electrons). WithN = Nz and by introduction of the quantity = 773772 in the above equation, the
variance of the electronic signal at the CCD output can be rewritten as

(AN)2=N(1+7)+nZ. (C.28)

The corresponding signal-to-noise ratio is given by

N N

SNR= = .
\/(AN)Z \/N L+y)+ng

(C.29)

These expressions for the variance and the SNR are given in units of charge quanta. They must be
related to the digital output of the CCD, which is given in units of the analog-to-digital converter
unit (ADU). The average output signBlapy of the CCD in units of ADU is assumed to scale
linearly with N as

Naou =g 'N, (C.30)

whereg is the CCD gain factor. The noise at the output scales alsogvittence, the variance at

3For our system the readout noise of 15 electrons corresponds to 3 analog-to-digital convert units (ADU).
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the CCD output in units of ADU is given by
(ANapu)? = g2 (AN)?, (C.31)

where(AN)? is the variance from Equation (C.28). Thus, the signal-to-noise ratio for the CCD
output signaNapy in units of ADU is still given by the SNR in Equation (C.29).

Statistical distribution of the luminescence process

In the above derivation the luminescence process, i.e., the generationgfltieinescence
photons with averagg, = viym, was assumed to obey Poisson statistics. This assumption is a
strong simplification.

The absorption of an x-ray quantum is a complex process. The probability distribution of
n2 will depend on how the x-ray energy is split intofdrent channels (processes). If the only
channel was the generation of luminescence photons of eBgrgythen a fixed numbeEy/ Ejym
of luminescence photons would be generated for each absorbed x-ray photon ofEenesugh
a process can obviously not be described by Poisson statistics.

Fortunately, the statistical distribution of the amplification process has little influence on the
derived result as pointed in the original work by Mandel [101]. He expressed the variance of the
luminescence process as

(Am2)? = ki3 (C.32)

wherek describes the deviation of the observed variance from the variance of a Poisson distribution
signal with the same expectation vafti&landel showed [101, Egs.(7,8)] that the fadtaran be
neglected, when the amplification is a large numpgrs 1. This is a direct consequence from
application of the variance theorem. The variance of the following stage is then determined by the
variance of the previous stage. In the luminescence process in our camefa # igym ~ 272
photons. Hence, we can neglect the deviation from a Poisson processes in application of the
variance theorem.

The probability distribution of the luminescence process is of great interest in energy resolving
detectors, where the x-ray energy is to be determined from the number of generated photons. (See
for example the discussion of energy resolution in scintillator materials by Moses [105] and Swank
[140]).

4The factork was first introduced by Fano to describe the variance of the number of ions produced when stopping
electrons and is called the Fano factor.
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C.3 Noise in the projection images

In microtomography, the projected attenuationfiogent p is determined from measurements
of an attenuated sign® and the reference signaly according top = —In(N/Np), where the
signalsN, Ng can be described as random variables. We will determine the expectation value
of the measured projected attenuatign and its variancé(Ap)?), with Ap = p — (p). In the
following, the variance will be written without braces @sp®) = ((Ap)?). In the derivation, we
will later assume that the number of quanta measured in the attenuated\baadhin the refer-
ence beanNy obey Poisson statistics. The quantitiésNg correspond to the number of charge
guanta detected in the CCD and are related to the CCD count by the CCD gain factor. The exact
calculation would have to be based on the transformation of the probability distributions (integral
transformation described by the ‘Transformationssht£or the calculation here, simply a Taylor
series expansion of the logarithm as, e.g., shown by Hawkin8 [§2fed as an approximation.

Taylor series expansion of logarithm

The attenuatiom in each image pixel is calculated from the random variablghly as

p:—lnﬂ:—InNHnNo. (C.33)
No

Here, the logarithm splits into a sum.

We write forN (and equivalently foNp)
N =(N)+ AN, (C.34)

with the averagéN) and the deviatiodN whose average i¥AN) = 0. Using this together with
the Taylor expansion for In(® x) = x— $x2 + $x3 — 2x* + ..., we can derive

AN 1[AN)?
InN:|n<N>+W—§(W) + ... (C35)
and its average )
{NnN) = In{N) — %<AN ) (C.36)

+
(NY?
Equivalently{In Np) is derived. We obtain for the average measured attenuatidfiaieet

(N) (AN (ANG)
(No} = 2N)?  2ANgy?

(p) ==(INN) +{INNp) = —1In (C.37)

5Seehttp://de.wikipedia.org/wiki/Transformationssatz

SHawkins refers in large parts to Barret and Swindell [8].

"Because the expression splits up into a sum and since the ndisand the noise ilNy are uncorrelated, the two
terms can in principle be studied independently of each other.
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Assuming Poisson distributed signals with variange?)y = N and(ANS) = Np, the above
expression simplifies to

SNy 1
(py = In(N0>+2<N> 2<No>+”' (C.38)
1 .
— A P _
- p+2<NO>(e D+..., (C.39)

where in the second line the true attenuatiorfitccientjin form of the relationN) = (Np) expp)
was introduced. The Taylor series expansion converges rapid{iNfas 1 and({Np) > 1.

For the variancéAp?) = ((p — (p))?) of the measured attenuation, we find

_(ONY) (AND)

ApP%) =
B =" 2 T N

. (C.40)

where we have neglected higher order terms. We would have obtained the same result by error
propagatiort.

In the case of Poisson distributed signidlsNg, the above equation simplifies to

.t
(N) " (No) *

= —(ep+1)+.... (C.42)

(Ap?) = (C.41)

The two elements of the sum in Equation (C.41) describe the noise caused by the projection image
i and the reference image The square root of the variance is the noise of the signal

op= \(BPP) ~ (Nl)l/z GRSV (C43)
0

which is plotted as a function gf &nd independent of the count rate in Figure C.2(a).

In the case of a well known reference signal, with variamdg) ~ 0, the variance simplifies
to the expressich
1
ApY = — + ... C.44
(Ap%) N (C.44)
The average measurgg) in Equation (C.39) and its varian¢a p?) in Equation (C.42) are
valid approximations in the limigN) > 1 and(Np) > 1.

8Assuming uncorrelated random variablsN,, error propagation gives:
(AP?) = (AN?) (p/AN)? + (ANG) (p/INo)>.
9For x-ray tubes systems, the referemggs well known and is typically treated as a constant with variance zero.
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Shift of attenuation value

We can now compare the average of the measured attenyaiavith the real attenuation
codficient . From Equation (C.39), we find theftirence

(M-p~ (e"-1) . (C.45)

2(No)
This describes a shift of the measured attenuation towards higher values. This was expected be-
cause the logarithm is not a linear function.

In the limit of large numbergNy) — oo, the diference converges towards zero &py con-
verges towards the real attenuation ffieéent 5. At the same time, the varian¢ap?) vanishes.

It should be noted that repetition of the measurement (averaging of attenuatiicients)
will not generally reduce the observed shift in the data. The shift is present in the average of mea-
surements! Only the increase of the average number of measured quanta in a single measurement
will thus reduce the shift. This can be achieved by adding (or averaging) individual measurement
values ofN andNp, before the logarithm is calculated. Fortunately, the shift is very small and not
of relevance for our measurements, as can be easily shown in an example.

Example:Assuming a measurement with a very low count rate, with ¢Njy = 5000 charge
guanta in the CCD (equivalent to 1000 ADU for our CCD gaimgef 5) and a rather high attenu-
ation codficient of p = 3 and accordinglyN) = 5000 exp{3) ~ 249. Even in this extreme case,
the diference is onlyp) — p ~ 8.2x10°* and can be neglected. Only for an extremely low aver-
age number of countdN) the shift will be of importance. Note that Equation (C.39) neglects the
higher-order terms of the Taylor expansion and is valid only kY, (No) > 1. It will, therefore,
not give a quantitatively correct result at low average number of counts.

Optimum signal-to-noise ratio

From the variance in Equation (C.42), the relative variance difectly follows as

_(AphH 1 eP+1

R(p) = —— ~ — C.46
(P) P2 (No) f? (C.40)
The relative noise is just the square root of this function, which is
1 (ePe1\?
b (Np¥2\ P

It corresponds to the inverse signal-to-noise ratio (SNR). The relative noise is plotted as a function
of p and independent of count rate in Figure C.2(b). Relative noise and relative variance obey a
minimum atp ~ 2.218, which correspond to about 11% transmission. Thus, this is the attenuation
value that can be measured with the best signal-to-noise ratio.
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Figure C.2: (a) Noise and (b) relative noise of the measured projected attenuatifiiciene p, plotted as a
function of the projected attenuation ¢eient p. The functions are plotted independent of count ¢ate
noise asrp (No)*/?, with o, from Equation (C.43) and relative noise as,(p) (No)"/2, with the relative
noise ¢/ P) in Equation (C.47).

So far we have assumed that the reference siggna determined from a single measurement.
In the case of a well known reference signugt — 0) the variance op is given by Equation
(C.44), and Equation (C.46) becomes

(aph 1 e

N — C.48
7 No) PP (C.48)

R(p) =

The minimum of this function is ap = 2, whereby we obtain the conditiquD = 2 given by
Grodzins [68] for optimal tomographic measurements of an object of thickhess

To find the optimal value fop and thus the optimal photon energy for the measurement it was
implicitly assumed above, that the number of incident x-ray quasgiis fixed and identical at all
photon energies. In reality, the photon spectrum will be given and one might rather be interested
in optimization of the required measurement time or in minimization of the radiation dose.

In practice, we try to select a photon energy that results in the optimum attenuation value of
p ~ 2 at maximum. The exposure time is then selected such that the CCD almost reaches its
maximum value in the reference image. The average number of incident gbighta then given
by the maximum CCD capacity for charge quanta in a pixel.
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Appendix D

Measurement procedure

D.1 Characterization of the spatial system response (MTHPSF)

The spatial system response of our system is characterized using the method for calculation of
the MTF from an edge trace (edge profile) that was presented by Jones [91]. For the measurement
of the spatial system response, we assume that the system is linear shift invariant (LSI) and radially
symmetric. In this case the MTF can be determined by

1. measurement of the edge spread function BSF(

2. calculation of the line spread function L$A{y derivation of the ESE],
as given by Equation (2.39), and

3. calculation of the MTR{) by Fourier transform of the LSE(
as given by Equation (2.41).

This was theoretically derived in Section 2.4.1 and Section 2.4.2. We shall now describe the prac-
tical realization of these three steps for the determination of the MTF in detail. The determination

of the point spread function (PSF) is not described explicitly. However, the reconstruction (see

previous section) of the PSF from the LSF that is obtained in step 2 is straightforward.

1.) An edge profile of the incoming radiation is realized by an edge device that is opaque for the
incident x-rays. A gold plate or a block of Densomed are available at the microtomography setup
as edge devices. The edge is positioned close to the luminescent screen, tdfactsdrem the
beam divergence or from x-ray scatter. Three sub-frame images are recorded in an approximately
symmetric region around the edge: a CCD image of the edge prgfitereference image (beam
without edge), and a dark imagd. A normalized edge profile is calculated from the recorded
images as

(D.1)

normalized edge image If__ d

g
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(a)

(b)

(©)

(d)
o

© :M

Figure D.1: Calculation of the one-dimensional edge spread function (ESF) from an (a) edge profile using
a (b) tilted detector grid. (c) — (d) Calculation steps as explained in the text.
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The reference image should ideally be a flat image with constant intensity and infinite extension
(infinite field of view). In reality the recorded images and the impinging x-ray beam are limited
in size. This fact hinders the measurement of long-range contributions (tails) present in the PSF
and ESF.

In the measurement, the edge is oriented almost horizontally but with a slight tilt with respect
to the CCD rows. The slight tilt of the edge profile results in a sampling interval better (smaller)
than the um pitch of the CCD pixels. The calculation of a one-dimensional representation of the
edge profile from the measured data is schematically shown in Figure D.1. Figures D.1(a) and (b)
represent the two-dimensional edge profile and the tilted two-dimensional detector. The vertical
line represents the true position of the edge. The snifateof the edge tilt on the square shape of
the pixels is neglected in the calculation. Figure D.1(c) shows the one-dimensional representation
of the edge profile that is to be determined. The sampling function of the detector (see below)
is a rectangular function shown in Figure D.1(d). Its width corresponds to the pixel edge length.
Thus the measured signal is the convolution of the edge profile with this rectangular function. The
sampling points are given at a resolution that is given by the tilt. Figure D.1(e) schematically
shows how the position of the sampling points is related to the edge position. Here the sampling
points have been coded with the color of the detector rows, according to Figure D.1(b). For the
further evaluation of the data new software has been implemented in this work. The alignment
of the data requires the knowledge of the edge position in each detector row. It is determined by
linear interpolation of the position, at which the normalized intensity raises to above 0.5 with sub-
pixel resolution. From the recorded data and the edge position, the intensity of the edge profile at
any distance from the edge can now be determined by linear-interpolation for each row. A new
sampling grid of 0.5 pixel resolution and with a grid point on the edge position is defined, as shown
in Figure D.1(g). The edge profile of each detector row is now linearly interpolated to values on
the new sampling grid, and the contribution of the individual rows is added up. It is possible to
describe the linear interpolation as convolution with the triangular function shown in B.1(f).

2.) The LSF is the derivative of the ESF. It is calculated from thedénce of every two
neighboring ESF values, which is the reason why the resulting LSF has one sampling point less
than the ESF. The number of sampling points of the LSF is thus even and the sampling point
resolution (0.5 bin) is maintained. The LSF obtained in this way will not be fully symmetric,
which is mainly a consequence of noise in the recorded images. However, for a radially symmetric
system that we assume, the LSF must be symmetric too. To force radial symmetry of the resulting
PSKFMTF we have to symmetrize the data now.

Other authors simply calculated the Fourier transform from the non-symmetric LSF. They
then used the real part or the absolute of the result as the MTF. This approach gives an MTF
that describes a radially symmetric system with a PSF that is a real function as required, but it

1Other sampling grids and interpolation schemes can be realized. Grids with higher sampling density than 0.5 pixel
are possible, but they won't have a strong influence on the result. Using, e.g., nearest neighbor interpolation (that can
be described by the convolution with a rectangular function) instead of linear interpolation will giffer i result.
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does not make optimal use of the given data. The software implemented in this work calculates a
symmetric ESF in real space. This is done by replacement of the data on one side of the LSF with
data from the other sideHere the LSF from the dark side of the beam profile is used to replace
the LSF on the bright side. This approach profits from the fact that the noise level on the dark side
of the recorded edge profiles is lower, which is a direct consequence of photon noise. The lower
noise level can directly be seen, e.g., in the LSFs of Figures 4.4(c) and (d). The implemented
symmetrization results in an LSF with less noise. Additionally, the influence of beam profile
fluctuations is minimized, since these influence the edge profile less strongly on the dark side than
on the bright side.

3.) The MTF is calculated from the symmetrized LSF using the fast Fourier transform (FFT).
The absolute of the result is calculated in order to convert all values to real numbers and gives our
MTF. The MTF is purposely not (!) normalized to MTE@ = 1 as reported in other publications.
Normalization was already achieved by calculation of the normalized edge profile in Equation
(D.1) and is not required. For long tails in the PSF we, in fact, expect MTF(Q 1, and the
deviation of the MTF from unity indicates how much of the intensity spreads to the region outside
the field of view. By normalization to MTF(®) = 1 the MTF would be overestimated.

Influence of sampling function and interpolation

The influence of the sampling function and the interpolation step in the above calculation of
the LSF can be described as convolution operations. One of these convolution operations is due to
the so called ‘detector sampling function’, while the other is due to the calculation itself. The two
convolution operations can be described by multiple convolution with a rectangular function as is
shown in the following.

The active area of a CCD pixel defines the sampling function. For the CCD we shall neglect
the gap between adjacent pixels and assume that the response of the pixel is constant over the pixel
area. The sampling function of such a pixel is given by the product of a normalized rectangular
(box car) function along the horizontal and the vertical direction. We shall reduce our discussion
to the one-dimensional case, which idstient for the description of the edge profile. Then the
rectangular function is defined as

1/d, |x] <d/2=const , (D.2)
0, else

Srect(X) = {
whered is the edge length of a detector pixel. THEeet on the measured signal is described by the
convolution of the signal and this sampling function. Equivalently in Fourier space, the sampling
function contributes to the MTF of the system by the multiplication with the Fourier transform of

2Alternatively, the software also performs symmetrization by calculation of the average of the LSF and the reversed
LSF. This actually corresponds to taking the real part of the Fourier transform as described before and provides no
additional advantage.
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Figure D.2: The calculated MTF of a perfect and tilted edge (dashed line) in comparison with the expected

MTF(u)=S3,.(u). The Fourier transform of a single normalized rectangular fun&igg(u) is also shown.

Srect(X), Which is
sin(rdu)

mdu
This function is plotted in Figure D.2 and results in a reduction of the determined MTF values
at high frequencies. At the Nyquist frequengy= 1/(2d), the functionS;ec(U) has dropped to

the value 2. A properly measured MTF cannot take values above this function, i.e., it will be
MTF(u) < Srect(U) for all frequencies.

Srect(U) = (D.3)

The interpolation step in the calculation of the MTF can be described by the convolution with
the triangular function that is shown in Figure D.1(f). This triangular function can be described as
convolution of the rectangular function with itself sgq(X) * Sect(X) Or equivalently in frequency
space as the multiplication witB2,.,(u). The combined fect of the detector sampling function
and the MTF calculation gives the maximum achievable MTS@&(U). This curve is plotted in
Figure D.2.

The MTF calculation was tested with simulated data of a perfect and tilted edge. The simulated
edge image was calculated for 400 detector rows of 1000 pixel length and a centered edge with
tilt 0.025, i.e., the edge running over 481.025 = 10 pixel. The value of O or 1 was assigned
to the corresponding sides of the edge. The pixel that is intersected by the edge was assigned the
fractional value that corresponds to the position of the edge on the pixel. The calculated MTF for
this test object is shown as the dashed curve in Figure D.2. There is a sttghtdce between this
simulated MTF of the perfect edge and the expe@&gg,(u). The diference is probably caused
by the selection of the new sampling points. Apart from that, the theoretically expected curve is
well described by this simulated MTF.

3The measured MTHE] may take values abo\@e.(U), when the edge is not tilted in the measurement.
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Remarks on deconvolution using the MTFPSF

It was shown above how the calculation of the MTF degrades the resulting MTF values. For
the correct calculation of the MTF (or PSF) corrections must be applied. In fact the correction is
important, when the PSF or the MTF are to be used for deconvolution. For the reconstruction of
the two-dimensional MTF or PSF, not only thfext from the calculation must be corrected. It
must further be corrected for the detector's sampling function. The sampling function, generally,
is not a radially symmetric function and, typically, is a rectangular function for CCDs. The MTFs
presented in this work have not been corrected and, hence, under-estimate the MTF of the system.

It should be kept in mind, which further simplifications are made when using linear systems
theory for the description of the x-ray camera by a PSF. The assumption of a linear and space
invariant system might be incorrect. Thus, the space-dependent variation of the PSF must be
carefully investigated. Especially, long-range components of the detector PSF might vary as a
function of position. Recently, measurements of pinhole images have been recorded with our setup
that will enable direct comparison of the point-spread functionfédint detector positions.

Both the long and the short range contributions to the PSF dlieuli to measure: The
short range contributions are influenced by any additional blur in the system (imperfections of
the edge profile, scatter), while the long-range contributions dfiewdt to measure with a non-
homogeneous beam profile. A good measurement of the PSF and thus a major improvement by
deconvolution seems to be achievable in the range of approximately 5 to 100 pixels PSF radius.

D.2 Tomographic acquisition schemes

Different acquisition schemes can be used in a tomographic scan that shall be referred to as
‘scan modes’ in the following. During this work a variable ‘scanmode’ was introduced into the
reconstruction software. It can take the values ‘180deg’ or ‘360deg’. The processing software was
adapted such that it automatically performs the appropriate operations for either mode.

The '*180deg’ mode is used for the typically performed tomography scan, in which projection
images are recorded over a range of8he center of rotation lies approximately in the middle
of the reconstruction [see Figure D.3(a)], whereby the sample diameter is limited to the field of
view of the detector. Examination of samples larger than the field of view of the detector (or larger
than the x-ray beam) is basically possible. The sample must then be scanned (sampled). Projection
images are recorded at each position and combined into the entire projection image.

Scanning the sample along the rotation axiglifection) is easily possible with the built-in
motor of the rotation stage. This results in additional independent projections that can be stacked
after reconstruction [Figure D.3(c)]. Horizontal scanning (perpendiculardicection) is more
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(a) “180deg’ (b) <360deg’ (c) stacked scan
‘180deg’

Figure D.3: Implemented acquisition schemes for the tomographic scan. (a) ‘180deg’ scan mode with the
center of rotation (red solid line) in the center of the field of view (black box). (b) ‘360deg’ scan mode with
the center of rotation at the side of the field of view. The mirror projection (indicated as dashed box) is used
for combination of the entire projection image. (c) In a stacked scan the sample is translated parallel to the
rotation axis.

troublesome, since a precise horizontal shift of the rotation axis or a very good alignment proce-
dure (registration) for the images is required. However, we can easily increase the field of view to
almost double width, when the scan is performed ovef 360

In the ‘360deg’ mode the center of rotation is set to one side of the field of view rather than to
its center [Figure D.3(b)]. Tomographic projections are recorded over a range Y\@6ereby
almost one half of the sample is outside the field of view. Two projection images recorded at
18(Pdisplaced projection angles are subsequently combined into the full projection image, with
almost the double width of the field of view. The center of rotation is positioned such that mirror
images have about 10% overlap. The number of sampling pbinis each mirror projection
(typically N; = 1536) is thereby increased to almo$t; 2n the combined projections. Thus even
samples with a diameter of almost double the width of the field of view can be investigated. For
the larger number of sampling points the time required for reconstruction is also prolonged (see
Section 3.2.4), and the noise in the reconstruction increases (see Section 3.3.2). Therefore, it is
often made use of binning (on-chip binning or binning of recorded images) in the ‘360deg’ mode.

In the standard setting, projections are recorded in step# ef 0.25°. Thus, the number of
recorded projections iy = 720 in both the ‘180deg’ and ‘360deg’ scan mode. In ‘360deg’ scan
mode, actually R; = 1440 projection images are combined into half the number of projections.
Typically Ng = 4 dark images (optical shutter of the CCD closed) are measured before each scan.
One or several reference images are usually measured after every eight projections, as well as
before and after the scan.

The scan duration is determined by the CCD exposure tigethe CCD readout time, time
for sample moves (rotation, /iout translation for the measurement of reference images). For a
typical exposure time déxp = 1's, a scan in the 18@mode takes about 2 hours for full-frame CCD
readout without on-chip binning ard, = 720 projections. During the scans the exposure time
is automatically adjusted to compensate for the exponentially decaying beam intensity. Hereby
optimal use of the dynamic range of the x-ray camera is made.
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D.3 Setting up the apparatus for a tomographic scan

Before a tomographic scan is started, the apparatus is aligned and the x-ray camera settings are
adjusted. During this work several enhancements were made to the microtomography apparatus
and its control software that simplify (automate) the setup procedure. After the description of the
procedure details the setup sequence is summarized in form of a list at the end of this section.

Magpnification selection and automated focussing

The magnification factor is determined by the distance between CCD and luminescent screen
and by the focal length of the lens system. Before a tomographic scan the position of CCD-camera
and lens system are set approximately to those positions that give the desired optical magnification
factor. Finally, focusing is performed by fine-tuning of the lens position.

An automated focussing procedure was implemented in this work that iterates the lens posi-
tion until a sharp image is obtained. The procedure makes use of the MTF measurements that
were described in Section D.1. Maximization of the integral over the determined MTF curve is
performed! The MTF is calculated at each iteration step and stored. When the final iteration step
(depending on final resolution setting) is reached, the objective returns to the best lens position
and the final resolution valwg (corresponding to an MTF value of 10%, compare Section 2.4.3)
is determined in units of theflective pixel sizer. All images recorded for the MTF calculation
are deleted, except for those recorded for the final focussing position.

Conversion to the absolute resolution is possible only after determination of the optical mag-
nification factorm that also determines thétective pixel sizer = rccp/m. A procedure for the
automated determination of the optical magnification factor was implemented in this work that can
be run directly after the auto-focussing procedure has finished. Here the same edge that is used for
auto-focussing is translated by a known distanzelong thez-direction. Projection images are
recorded before and after translation of the edge. From the distance of the edge position in units of
pixels, together with the known absolute distance, thective pixel sizer and the optical magni-
fication factorm are calculated. The measurement is carried out two times. First, an approximate
value is found with only a small translation of the edge, which ensures that the edge (typically in
the center after MTF measurement) does not leave the field of view. In the second measurement,
the edge can already be quite well positioned. A translation-098%6 of the vertical direction of
the field of view is performed. From the known translation distance, aganmdm are calculated.

A precision of~1 pixel is reached by this method. The precisiomimandr depends on the size
of the field of view and is typically better than 1%.

The magnification value determined by this method is now used in our reconstruction chain
for the alignment of stacked data sets from the known z-translation of the sample.

40Other measures as the gradient in the images would probably be more appropriate. More ideas can be found in the
literature on auto-focussing techniques.
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Alignment of x-ray beam, CCD camera and rotation axis

As described in Section 5.1.1 (with help of Figure 5.1), the rotation axis must be oriented
perpendicular to the incident x-ray beam, when the reconstruction is to be calculated as a stack
of two-dimensional reconstructions. Additionally, it should be oriented perpendicular to the CCD
rows. Thereby each row of the CCD acquires the data needed for the reconstruction of one tomo-
graphic slice, and resolution losses by rotation of the CCD images (requires interpolation) can be
avoided. The required alignment of the rotation axis is performed at the start of each measurement
period or after relevant system changes have been made.

The rotation axisZ-direction) is aligned perpendicular to the incident beam direction by ro-
tation of the entire apparatus (including rotation platform and camera). The deviation from the
perpendicular orientation is measured from radiographic projections. A test device of diameter
d = 240mmis mounted on the sample holder and two mirror projectiorts-at0® and 180 are
recorded. From the verticalfget of the same feature in both images, the orientation is corrected
until the dfset is in the range of one pixel. The apparatus is set to the highest optical magnification
m = 6 for this measurement. Here thi@extive pixel size i = 1.5um and an angular precision of
A9 ~ t/d ~ 6.25x 108 rad is reached. We can assume that the sample has a maximum diameter
that is equal to the width of the CCD witkk = 1536 pixels. Thus, the projecting rays, when they
pass through the sample, travel a distance along-ttieection that isAz = A9 N; ~ 0.01 pixel
at maximum. Hence we can apply two-dimensional reconstruction techniques. The orientation
of the aligned apparatus is regularly checked by the reading of an electronic water level that was
implemented at the apparatus during this work. Hereby, the accurate position of the axis is moni-
tored and an influence of mechanical moves (apparatus height, lens system, or CCD camera) can
be detected.

The rotation axis is aligned parallel to the detector columns by rotation of the CCD. Two
mirror projections of a gold mesh are used to measure the tilt of the CCD with respect to the
rotation axis. From the vertical displacemeuatin units of pixels of a corresponding feature in
both mirror projections, the tilt is calculated. For a measurement at the side of the projections
of width N; = 1536, the tilt is given byp = §z/N;. By this manual procedure a precision of
one pixel andA¢ ~ 1/N; ~ 6.5 x 107* is reached. Higher precision is reached using an image
registration procedure that was developed and implemented during this work. The procedure uses
the entire projection images of the grid recorded®an@ 180and calculates the optimum tilt of
the projections. Simultaneously the position of the rotation axis is determined as a by-product. The
procedure converges at a precision that is significantly better than the manually reached precision.
Its precision has not been validated yet.
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Setup sequence

1. The photon energy is selected with the monochromator. The aim is to achieve the optimum

projected attenuation cicient of p < 2. (Compare Section 3.3.2).

. The magnification factor is set and automated focussing is performed (see above). The
resolution parametex;o and the magnificatiom are determined from projection images of
a gold edge.

. The objectives aperture is set to achieve a good compromise between the flux of lumines-
cence photons and resolution.

. [The required alignment of the rotation axis is performed (see above). First, the rotation
axis is aligned perpendicular to the incident beam direction by tilt of the entire apparatus.
Secondly, the rotation axis is aligned parallel to the detector columns by rotation of the
CCD.P

. The position of the center of rotation (rotation axis) is set depending on the scan mode (see
above): to the center of the field of view in ‘180deg’ mode, and to the side of the field of
view in ‘360deg’ mode.

. The x-ray aperture is closed to about the size of the field of view for suppression of stray
radiation. When deconvolution of the images is planned, the aperture should be closed to
slightly below the field of view.

. The sample is mounted and positioned in the center of the rotation axis with the xy-positioning
stage.

. The sampling parameters are selected: number of projedigs-chip binning factorb;,

b,, CCD sub-frame siz&}; x N,. Equation (3.31) can be used to estimate the noise level in
the reconstructions and for selection of the optimal number of projedignhe sampling
conditionNy > (7/2) N; should be met. Usually, the resolutionas) > 7, which allows to
relax the condition by replaciniy; with (r/aig) N; (compare Section 3.2.3).

D.4 Recording projection images

In the tomographic scan radiographic images of the samptference images of the beam
profiler, and dark images with no illuminatiahare recorded. The attenuation imagés calcu-

50Only performed at the start of each measurement period or after relevant system changes have been made.
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lated as

o = —In (i _§)/ti
(I’ - d)/tr
= —Iniﬂnt—i, (D.4)
r-d t
whered is an average dark image that will be described in the next section. The expression in the
denominator of the first line of Equation (D.4) is in fact an interpolated reference image that will
be calculated below. The imagesndr are corrected for the CCD dark image by substraction
of d and normalized to their exposure timeandt,. The normalization to the exposure times is
necessary, since the exposure time is constantly adjusted during the measurement. The exponen-
tially decaying intensity of the synchrotron radiation is thereby compensated. As to be seen from
the second line of Equation (D.4),fiirent exposure times andt; would cause a constantfeet

in p without normalizatior?.

The dark-image-corrected reference image- @)/t in Equation (D.4) is actually a linear
interpolation of two corrected reference images recorded before and after the radiographic pro-
jectioni. Hereby, the ffect of a varying beam profile is minimized. We introduce the recording
timesT,, andT,, of the reference imageg andr,, and the recording tim&; of the radiographic
projectioni. The corrected reference image is then calculated as

o _ Tr2 —Ti o Ti - Trl 5
(r—d)/t; = T T, (ry—d)/tr, + T Trl(rz d)/tr, . (D.5)

Noise in the images can eventually cause the téradj/(r — d) in Equation (D.4) to become
negative. In this case, the logarithm would be undefined. The corresponding pixels of the absorp-
tion image are replaced by an average of the values calculated for neighboring pixels of the same
line. Since this happens only rarely and statistically distributed over the CCD area, it does not
affect the tomographic reconstruction considerably.

The calculated absorption images are finally resorted in increasing order of projection angle;
the so formed sinograms are stored. The implemented image processing software allows for bin-
ning of the recorded images before calculating the absorption images. This generally improves
the signal-to-noise ratio in the data at the cost of a reduction in spatial resolution, which is further
discussed in Section 3.3.4. In the case of binning, the image correction can be calculated after
binning of the raw data.

51t might be assumed that a constafffiset is not relevant for the tomographic reconstruction. The filtered back-
projection theoretically filters out the zero frequency component. However, the constant background would impose
a problem for reconstruction, during which the sinograms are zero-padded. Moreover, there is an influence of the
zero-frequency component to the “RALA"-type reconstruction. (Compare Chapter 3).
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D.5 Calibration and correction of CCD images

This section briefly describes the correction applied to the raw CCD images. General details
concerning the calibration of CCD images can be found, e.g., in the publications by &aha
[7], Gruneret al.[70], and a software manual by fixiaction Ltd. [43].

Each CCD chip has afilerent bias level (zero point), dark current (sensitivity to temperature),
and sensitivity to light. Thesdfects don't just vary from camera to camera; they vary from pixel
to pixel in the same camera. Each of thefie@s corrupts the intensity represented in every
pixel of the image in a specific way [43]. The bias level adds a constant value to the readout
of each pixel, independent of exposure time. A bias frame (no illumination, exposure~ine:
sec.) can be used for correction. Dark current accumulates during the exposuréereatdiate
within each pixel. The dark frame (no illumination, finite exposure time) therefore depends on
the exposure time. The dark current of our camera with Peltier cooling is very low, with 0.1 —
0.2 electrongpixel/sec at -108C. Individual pixels that show an increased amount of dark current
are called hot pixels. With only a few hot pixels in our camera and otherwise negligible dark
current, dark frame or bias frame can be used equivalently for correction, since the influence of
the exposure time can be neglected. We therefore correct the reference and projection images
by substraction of an average dark image. The average dark image is calculated from several
CCD dark images that are recorded before each tomographic scan. The Zinger removal procedure
described below is used for averaging. Besides the average it provides a value for the variance
of each pixel. For our camera the mean variance of a single pixel in an averdge=o# dark
images is below 2.0 ADU of the CCD, which agrees well with the specified CCD readout noise of
3.0 ADU (corresponding tog = 15 electrons).

So called Zingers are another source of error in the recorded images. Zingers are unwanted,
localized random events in an image that are caused by cosmic rays, decay of radioactive isotopes
present in the material of the detector itself, or, at synchrotron sources, hard stray radiation from
sources other than the direct beam [7]. The identification of Zingers and their correction is known
as dezingering, which is also referred to as ‘cosmic ray rermfr@yattion’ in astronomy or ‘outlier
detection’ in so called ‘robust statistics’. During this work a simple procedure was implemented
that rejects the contribution of pixels with outlying values, when calculating the average of several
otherwise identical images. A more sophisticated algorithm for Zinger removal is implemented in
the XVISTA packag€. The simple Zinger removal used here is applied for the calculation of the
averaged dark image only. Because of the short exposure times in our tomographic scans, Zingers
are observed only very occasionally in the radiographic images and make a negligible contribution
to the reconstruction.

"The PICCRS routine of XVISTA optimally combines frames with outlier rejection. It was originally written for the
statistical removal of cosmic rays from Hubble space telescope data. XVISTA is a software package for astronomical
image processing, largely written in FORTRAN 77 and available onlinetap: //ganymede .nmsu. edu/holtz/
xvista/ [visited June, 10th 2006].
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Each pixel in the CCD camera has a slightlyfelient sensitivity to light. Typical CCD sen-
sors have a pixel-to-pixel variation of the light sensitivity that is in the order of 1% [43]. The
photoresponse non-uniformity of our camera is 1% (see Appendix G). Moreover, imperfections
in the optical system (e.g., vignetting, which describes a decrease of intensity towards the edges
of the image) may result in a spatial variance of the camera sensitivity. Fortunately, we are not
interested in absolute measurements, but rather in the ratio of reference images and radiographic
projection in Equation (D.4). Therefore, pixel-to-pixel variations will be automatically corrected
upon calculation of the intensity ratios for each pixel.

The linearity within each CCD pixel as a function of incident intensity is of much more im-
portance for the calculation of correct intensity ratios. It is specified as the photoresponse non-
linearity, which for our CCD is 1%. This is the maximum deviation of the pixel response to a
straight line fit. Thus the intensity ratio is also known with about 1% precision or better.

D.6 Image-processing chain and reconstruction

The recorded CCD images are stored in 16-bit integer representation (CCD output has 14-bit
resolution) and are processed for the determination of the projected attenpatdescribed
above. Binning of the recorded images can be applied for the reduction of noise as described in
Section 3.3.4. The finally calculated projections are stored in 32-bit floating point representation.

The entire projection data is a three-dimensional apray p, (t;, z,) that contains a value for
each pixel positiont(, z,) and projection anglé. The calculated projections are given as an image
for each projection angl@. Using an IDL-routine, the projections are resorted into sinograms,
i.e., two-dimensional files for each slizg that can be independently reconstructed (because of
the parallel-beam geometry). For projection data recorded in ‘360deg’ mode, the sinograms are
combined into a complete sinogram with projections over a range of onR; N8 projections
are combined from mirror projections by linear interpolation. The width of the new projections is
N/ < 2N;.

The center of rotation in the sinogram data is determined from the average of 20 sinograms
(from the center of the scan) using the method for the determination of the center of rotation
developed during this thesis and presented in Chapter 5. The obtained optimum center of rotation
(t;) is used as input parameter for the reconstruction, which now starts automatically.

The standard reconstruction is performed with the filtered backprojection algorithm “BKFIL”
of the RECLBL library described in Chapter 3. The butterworth filter “BUTER” with the para-
meters “ORDERX"= 0.5 and “FREQX"= 10.0 is applied to the discrete Fourier transform of the
projections. The routine ‘BIN’ is used for backprojection and performs linear interpolation of the
inverse Fourier transformed data onto the reconstruction grid. The rotation axis lies in the center
of the reconstruction grid, which is of the si&, whereN; is the number of pixels in a projection
image row (number of sampling points). The reconstructed slices contain values corresponding to
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the attenuation per sampling distancd@a the (binned) projections. Division hygives the attenu-

ation codficient. Reconstruction of the sinograms is performed on an extendable computer cluster.
An average speed of one tomographic slice in 7 seconds for axX13386 pixel reconstruction

grid is achieved with parallel computation at the moment. A full scan Wjtk: 1024 slices, thus,

is reconstructed within two hours.

The reconstructed slices are stored as 32-bit floating point values. The size of a reconstructed
data set for a full field scan is 9 GByte. This number is reduced by a factor of four by conversion of
the reconstructed slices to 8-bit images in the uncompreggéitbtformat. A range of attenuation
values betweepmin andumaxis selected and rescaled to values between 0 and 255. Values below
Umin are assigned the values 0 and values alpgyg are assigned the value 255. The selection of
a gray value range is also known as windowing. The paramgtgfsumax have to be selected
by the user (typically after analysis of the histogram) over all slices and are stored in a log-file
together with the reconstructed data.

Another IDL procedure is used to create volume data sets fromfiiméiges. The ff images
of several scans that were performed #fiesient heightsz position of the sample) can be stacked
into one data set. The known translation distance between the scans and the known sampling
distancer (pixel size divided by magnification) enables the alignment of the data. The new stack
is created by interpolation of the single stacks alongzth&is. Stacks of up to eight scans have
already been created in this way. The reduction to a cexigirange as well as additional binning
is possible upon stack generation. The stacks can be loaded into the software package ¥GStudio
for volume visualization (rendering) of the data.

D.7 \Verification of negligible beam divergence

The angular distribution of the x-ray beam, its divergence, determines the amount of geomet-
rical blur that is introduced in the imaging step. A pinhole measurement was carried out in this
work to measure the beam divergence at beamline BW2.

The characteristic distribution of the radiation intensity (from the wiggler) at the sample po-
sition is a function of position and angle. The resulting distribution depends on the size and
divergence of the electron distribution in the ring, the characteristic of the radiation cone (depend-
ing on electron energy and wiggler parameters), and the source to sample distiheedfective
horizontal source sizex and the &ective vertical source size; of the wiggler can be calculated
as described, e.g., in the PhD thesis of Busch [31].

However, these calculated values do not incorporate the influence of the optical components
in the beamline. In particular the influence of the (bent) monochromator crystals or the beamline
windows is neglected. Therefore the beam divergence was measured in this work at BW2 at a
photon energy of 24 keV. For this purpose, a pinhole was placed in a known distance in front of the

8VGStudio, supplier: Volume Graphics Gmbht;tp: //www.volumegraphics.com/.
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() (b)

m T

0 10000 10 pm

e T

0 3000 10 pm

Figure D.4: Pinhole images recorded with the x-ray camera at beamline BW2 for pinhole-detector distances
(a) 10 mm and (b) 100 mm. The photon energy was 24 keV. The images are averages of ten images and were
corrected by the average of ten dark images. A subregion af&Dpixels from the images is shown.

x-ray camera into the center of the x-ray beam. The transmitted radiation was then observed with
the x-ray camera. From the extension of the projected pinhole in the image, both, the horizontal
and vertical beam divergence, were estimated. This gave an indication of the amount of blur that
can be expected in the tomography measurements. Furthermore, the pinhole measurements were
compared with the result of the MTF measurement.

The applied pinhole is a hole of&n diameter that was lithographically prepared into a/4®0
thick gold foil with an aspect ratio of 1:20. This allowed to image the source, since the pinhole
and the detector form a pinhole camera. Collimatifiects can be neglected, since the beam
divergence is much less than the limit imposed by the aspect ratio. The foil with the pinhole was
mounted onto the sample holder with parallel orientation to the holder. Hereby vertical orientation
was achieved. Then the sample holder was rotated until maximum intensity was transmitted by the
pinhole, whereby the pinhole was perfectly aligned with the x-ray beam. The measurement was
carried out at beamline BW2, at a photon energ¥gf = 24.0keV, optical magnificatiom =
3.347 (corresponding to arffective pixel size of = 2.69um), and using a CdWQluminescent
screen of 30@m thickness with absorbing backing.

Figures D.4(a) and (b) show pinhole images that were recorded in 10 mm and 100 mm distance
behind the pinhole. The images were dark image corrected. The observed intensity distribution is
only a few pixels in diameter. The spread of intensity was determined from the square root of the
second order moment of the images. The calculation was performed according to

Intensity in plxej ' (D.6)

Spread = Z Distance to center-of-mass : :
Bhals Total intensity

The spread values obtained from the images according to this calculation are given in Table
D.1. For increasing camera distance an increase of spread is observed predominantly for the
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Table D.1: Spread of intensity in the pinhole images of Figure D.4(a) and (b).

Pinhole-to-camera distance SpreadX )

Image [mm] pm]
(@) 10 6.578< 6.444
(b) 100 10.754x 6.859

horizontal direction, i.e., in the plane of the storage ring. An upper limit of the beam divergence
can be estimated from the maximum spread in 10 mm distance as

Spread

Maximum beam divergence — . .
Pinhole-to-camera distance

(D.7)

This gives a maximum beam divergence of 0.108 mrad. In a tomographic measurement the
sample-detector distance is in the order W,2vhereW is the detector width. Thus, the beam
divergence causes a spread of the recorded imagelBgRQ 103 W. This can be compared with

the sampling distance given by= W/N; ~ 0.651x 10~3W for the number of sampling points

N; = 1536. The beam divergence can, thus, be neglected. At any magnification of the x-ray
camera, the added blur will also be much less than the width of the detector resolution.

The detector resolution was determined with an edge profile measurement (see Chapter 2).
From a horizontally oriented (slightly tilted with respect to the detector grid) gold edge in short
distance to the x-ray camerad mm) the resolution parametafy, corresponding to 10% MTF,
was determined am o = 4.779um. Assuming a Gaussian intensity profile and approximating the
pinhole as an aperture with Gaussian profile with spreaduon 5we can calculate the expected
spread. The convolution of the two (assumed) Gaussians is giventig{4 52)~1/2 = 6.917um,
which agrees well with the observed spread at 10 mm distance.
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Appendix E

Model systems (computer phantoms)

Model systems (often called ‘computer phantoms’) are used to study the performance of CT
reconstructions. A model system is the mathematical description of an ideal tomographic slice
f(x,y), from which projectiong,(t) can be calculated. Note that the term ‘phantom’ can also
refer to the real objects that are used for the test of CT setups.

Model systems are typically built from a combination of simple geometrical objects, for which
the projections can be analytically calculated. The projections of the whole phantom are simply
the sum of the projections of the individual objects. This follows directly from the linearity of the
Radon transform. Generators for projection data are, e.g., included in the 2D reconstruction soft-
ware of the RECLBL library and in the SNARK®%rogramming system. In the latter software
the following elemental objects are implemented for the model system: triangles, rectangles, el-
lipses, circles, segments of a circle, and sectors of a circle. All of these are objects of homogeneous
(attenuation) value.

Projectionspy(t) of the elemental objects can be calculated analytically, which is important
for the creation of exact projection data. Calculation of the projection data from only a finite
representatiorf (x;, yi) of f(x,y) of the tomographic slice could introduce systematic error, with
oscillations of one projection bin period. This would be critical for the study at subbin resolution,
presented in Chapter 5. Using the analytical expressions given below, projection data can be
calculated exactly and for any given combination of projection afigied positiort.

The calculation of projections has been implemented in this work for two elemental objects:
the well known ellipse, and an ellipse with gradient. Sinograms and reconstructions that were
calculated as an example for both objects are shown in Figure E.1. The ellipse with gradient
apparently has not been reported in the literature before. In contrast to the simple ellipse the
ellipse with gradient shows a continuous variation of the attenuation value along one axis. It was
developed in this work for the test of the entropy-based metric presented in Chapter 5, for which
the normal objects with continuous attenuationfiiogent are too 'simple’.

1The SNARKO5 manual [32] is available onlinetattp: //www. snark®5. com/. [visited May, 25th 2006]
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N

Figure E.1: (a) Projection data for an ellipse with center poixy, {o) = (0.2,0.1), axis lengthe#\ = 0.6,

B = 04, tilt anglea = 20°, and attenuatiop = 2.0, calculated alN; = 400 positions and foN, = 627
projection angles. (b) Projection data of the same ellipse but with graglieft75. (c),(d) Reconstructions
of the projection data calculated on a 40@00 pixel reconstruction grid.

E.1 Ellipse

The calculation of the projections of an ellipse is, e.g., described by Kak and Slaney [93]. We
first present the result for a centered, and not tilted ellipse and afterwards generalize the result for
an ellipse of arbitrary position and orientation.

The centered ellipsé(x, y) [shown in Figure E.2(b)] is defined as

2 Y
p for m+5<1 E.D)
0 else

f(X,y)={

This ellipse is symmetric around the coordinate center and has axes of krgiti B that are
parallel to thex andy-axis respectively. The projection of the ellipse under an angei®fiven

as
20AB
0s(t) :{ Fan] Va2(6) -tz for X A2 + Bz <1 (E.2)

else
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(a) (b)

ylk

\
(

Figure E.2: (a) The geometrical parameters used for the description of an ellipse are the center point
(%o, Yo), the half length of the axe& andB, and the tilt angler. (b) The formation of the projection under
projection angle for a centered and non-tilted ellipse is shown. The midpoint of the intersection of line
integral and ellipse, projected onto tkexis, determines the position

with
a’(h) = A>cos 9 + B?sirf 6 . (E.3)

The projection of any arbitrary ellipse [Figure E.2(a)] with centexatyp) and tilted by an angle
of @ can be given in terms of the projections of the centered and not tilted ellipse as

Po(t) = Po-olt — sCOS — 6)] (E.4)

with s= /2 + y5 andy = arctango/Xo).

E.2 Ellipse with gradient

Similarly to the definition off (x, y) above, a centered and non-rotated ellipse with a gradient

can be defined as

X 2 ¥
fg(x.y) = { p(L+ Ag) foryg+g=l , (E.5)

0 else

where the gradient is determined by the fadorThe value off (x,y) changes along the-axis
over the range of the ellipse fropfl — g) to p(1 + Q).

The projectiongyg4(t) of fy can be derived using the projectiopgt) given above. In the line
integrals, which have to be evaluated to obtpip(t), the value offy(x,y) changes linearly over
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the region of the ellipse. Therefore, the average of the integral over the range of the ellipse is equal
to the value offy at the center of the intersections that the line integral makes with the ellipse. The

projections are thus given by
X
Poalt) = i) L+ 30) )
whereX in Figure E.2(b) is the midpoint between the intersections projected onte-dhes (di-
rection of the gradient).

The pointX is found by solvingxcosd + ycosd = t for y and substituting the result into the
ellipse equation. The resulting quadratic equation is

2 2A2t cosd A2 (t2 - B2 S|n2 0)
X — - X+ - =
A2co26 + B2sirf9  A2co26 + B2sinfe

(E.7)

It can easily be solved with the well known solution of a quadratic equation of thextoepx+q =
0, which isx;2 = —p/2 + \/p?/4 — . Herex; andx; are the x-values at the intersection points.
Only the midpointx of x; andx; is of interest. It is given by

X1+X P A2t cost

X(0,1) = - = , E.8
©.9 2 2  A2co6+ B?sirtg E8)

which corresponds to the first fraction in Equation (E.7).

This result can be generalized for the projections of any arbitrary ellipse with cenkgrya) (

and tilted by an angle at as done before for the normal ellipse, now substituting the projections
Pge(t) into Equation (E.4). Fog = O the ellipse has no gradient and corresponds to the basic

ellipse described above.
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Appendix F

Demonstration of the iterative scoring
procedure

The method for the determination of the center of rotation presented in Chapter 5 is based
on the iterative minimization procedure with multi-resolution approach described in Section 5.3.
For demonstration of the iterative optimization, the method using m&ovas applied to the
multicircle model system of Figure 5.6(c). The five reconstructions calculated in each iteration
step are shown in Figure F.1. The metric values of each of these sets of reconstructions have been
calculated and are plotted in Figure F.2. The reconstruction that corresponds to the minimum value
of Qia(f) in the plots has been marked by an asterisk in Figure F.1 at each resolution.

During iteration the resolution of the reconstruction is increased until resolétioa 1 is
reached. Reconstructions in Figures F.1(A) — (D) have been reconstructed from the sinogram
binned with binning factob = &;, the others without binningo(= 1). All reconstructions are
shown in the same length scale. The size of the reconstruction grids varies due to the adapted zero
padding as described in Section 5.3 .

At low resolution the artifacts caused by the wrong center of rotation are clearly visible.
At increasing resolution visual detection offférences in the reconstructions becomes almost
impossible at least without adjustment of the windowing parameters, i.e., the image scaling.
However, even at resolutiofy = 0.05 bin, the plots of the metric in Figure F.2(J) still exhibit
a clear minimum.
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B
*

Figure F.1: The iterative scoring procedure for the determination of the center of rotation is illustrated for
the multicircle model system from Figure 5.6. Reconstructions were calculated during the iteration with
resolutions;: (A) 16.0, (B) 80, (C) 40, (D) 20, (E) 10, (F) 0.5, (G) 0.25, (H) 0.125, (1) 0.06125, and (J)
0.05 pixel. The reconstruction with minimum metric val@g corresponding to the plots in Figure F.2 is
marked with an asterisk.
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Figure F.2: Plots of the metric valu@,a calculated during the iterative optimization for the reconstructions
shown in Figure F.1. The flerent resolutions; are given as the parameter ‘dtr’ in the plots. At all
resolutions a unique minimum is found. Notice the increase of abscissa and ordinate resolution towards
smallerét,, this is from (A) to (J).
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Appendix G

X-ray camera component

characteristics

Entrance window

Luminescent screens
Material
Coating

Thickness

Refractive indexs
Scavenging gas (optional)
Conversion #iciency

Central emission wavelength
Decay tim&
Afterglow®

Lens systems

50 mm system:
Model, supplier
Magpnification range
Transmission

Black Kaptor® foil (thickness 2%um), double
layer with total thickness 50m

Cadmium tungstate (CdWsingle crystals
Absorbing backing formed by a layer of black
lacquer paint on the screen’s back surface;
complex refractive index of coating at 500 nm:
1.485+ j0.085 (see Section 4.2.3)
8@m — 100Qum
22-23

Helium or other, applied through crystal holder
€conv & 3.4% or 13.g[keV], according to Equa-
tion (2.16)

500 nm (see Figure 2.6)
S5us
<0.1% (after 3ms)< 0.02% (after 100 ms)

Objectives (photographic lenses) operated in
retrofocus position are used. The focal length (in
mm) and the minimum f-number are given.

Nikkor, 50 mmy/1.2, Nikon Inc.
0.7-4.1
(95.8 %)t 500 nm
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35 mm system:

Model, supplier Nikkor, 35 mny1.4, Nikon Inc.

Frame sizes
Exposure time

Magpnification range 1.4-6.0
Transmissiof (93.2%) at 500 nm
CCD camera
Model, supplier KX2, Apogee Instruments Inc.
Digitization 14 bits at 1.3 MHz
System gairy 5 electrontADU
Pixel binning 1x 1 to 8x 64, on chip

Full frame, subframe
0.03sec to 17 min

Optical shutter Melles-Griot, 35 mm iris

Cooling Peltier and water cooling (operated atC%
Readout time 1.2 sec (full frame, no binning)

Image data size 3.2 MB (full frame, no binning)

CCD chip
Model, supplier KAF-1600, Eastman Kodak Company
Technology Front side illuminated, transparent gate, full
frame CCD
Resolution (FkV) 1536x 1024 pixels
Pixel size X 9um?
Sensitive area 18 x 9.3 mn?

1 x 10° electrons
Nom. 1%, max. 2%

Saturation chargeNsat
Photoresponse non-lineafity

Photoresponse non-uniformty Nom. 1%, max. 3%

Dark current 0.1 - 0.2 electropipixel/ sec (at -10C)
Readout nois@g 15 electrons rms

Readout bias ~550 ADU

Dynamic range Nsat/Ner) 6310:1 (equal to 76 dB or 12.7 bits)

Charge transferfciency: ~0.99998
Quantum éiciency 12% at 450 nm, 35% at 550 nm, 35% at 650 nm,
(see Figure 2.6)

aTechnical design value. From correspondence with Nikon GmbH, Nikon Professional Service (NPS),
Nov,/Dec. 2005.

bData from van Eijk [146].
“Worst case deviation from straight line fit, between 1% and 90% of saturation voltage.

40One Sigma deviation of a 128128 sample when CCD illuminated uniformly.
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